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Scanll Obituary

John Gordon Collier

John Gordon Collier passed away on November 18, 1995.

He was Chairman of Nuclear Electric plc, England’s state-owned nuclear power utility. Previously he held
the posts of Chairman of the UKAEA (United Kingdom Atomic Energy Authority); Director-General of the
Generating and Construction Development Division of the Central Electricity Generating Board; Head of the
Atomic Energy Technical Unit at Harwell; Head of the Chemical Engineering Division, also at Harwell; and
earlier held responsible positions with Atomic Energy of Canada, Ltd., and Atomic Power Constructions, Ltd.

John Collier was born on January 22, 1935. He received a First Class Honors Degree B.Sc. (Chemical
Engineering) from University College, London in 1956. After graduating, he began his work on reactor heat
transfer systems at AERE, Harwell, notably for steam and gas-cooled, heavy water moderated reactors. From
there, John joined the reactor heat transfer team designing the CANDU reactor system in Canada. He later
returned to Harwell to lead the research on use of liquid metals as reactor coolants.

John Collier was one of the world’s leading authorities on two-phase flow and boiling, as evidenced by his
authoritative book Convective Boiling and Condensation, first published in 1972 and rewritten in its third
edition in 1994. The book is used as a textbook and reference in leading universities and nuclear research
laboratories throughout the world. Notably, he played a key role in establishing two-phase flow as a scientific
discipline. John Collier also played a leading role in the development of Great Britain’s nuclear power industry.

John Collier was a Fellow of the Royal Society, the Royal Academy of Engineering, the Institutions of
Chemical, Mechanical, and Nuclear Engineering, and the Institute of Energy. He held an honorary Doctorate
of Science from Cranfield Institute of Technology and an honorary Doctorate of Engineering from Briston
University. John was a Calvin Rice Lecturer and an honorary lifetime member of the American Society of
Mechanical Engineers. :

The international heat transfer community wishes to extend this tribute to John G. Collier for his dedication
to two-phase flow and heat transfer engineering and his leadership in the safe use of nuclear power.
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Rl Editorial

The editors of the journals publishing in the field of heat transfer are very concerned about several items
that are occurring more frequently, These involve simultaneous submission of a single article to multiple journals
for review, publication of articles with only incremental advancement of previously established knowledge, and
the publication of articles that are essentially identical in multiple journals. We.take this opportunity to remind
the heat transfer community of their moral and legal responsibility to insure that the work that they submit
for publication is both original and technically significant. As editors in a common field of research, we are
all working together to make available to our readers the highest quality publications and to do so in a timely
and efficient manner. Multiple submission of the same article for review in different journals taxes the already
overburdened review system, and is in direct violation of the editorial policy of virtually all journals. While
recognizing the pressure placed on many individuals to publish, the submission of manuscripts containing only
small or incremental improvements over existing work, particularly when published by the same author, is
clearly not in the best interest of the heat transfer community, authors, reviewers, or editors, We all have a
responsibility to ensure that the work published is of significant value and cannot be obtained directly from
previously published work. Finally, the submission of articles that are identical in content to separate journals,
aside from being unethical, is in violation of the copyright statutes and is prohibited by law.

As a group, we remind the heat transfer community that it has a responsibility to act in an ethical and
professional manner. Further, it must do everything possible to ensure that publications that bear our name
and represent our institutions are of the highest quality and present original research results not previously
reported in the archival literature.

This editorial was developed by the editors of the following journals and will appear in an upcoming issue
of each:

AJAA Journal of Thermophysics and Heat Transfer
ASME Journal of Heat Transfer

Enhanced Heat Transfer

Experimental Heat Transfer

Experimental Thermal and Fluid Science
International Journal of Heat and Mass Transfer
International Journal of Heat and Fluid Flow
Journal of Heat Transfer Technology Education
Numerical Heat Transfer
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Conforming Rough Surfaces and
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A new thermal elastoplastic contact conductance model for isotropic conforming
rough surfaces is proposed. This model is based on surface and thermal models used

in the Cooper, Mikic, and Yovanovich plastic model, but it differs in the deformation
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aspects of the thermal contact conductance model. The model incorporates the re-
cently developed simple elastoplastic model for sphere-flat contacts, and it covers
the entire range of material behavior, i.e., elastic, elastoplastic, and fully plastic
deformation. Previously data were either compared with the elastic model or the

plastic model assuming a type of deformation a priori. The model is used to reduce
previously obtained isotropic contact conductance data, which cover a wide range
of surface characteristics and material properties. For the first time data can be
compared with both the elastic and plastic models on the same plot. This model
explains the observed discrepancies noted by previous workers between data and the
predictions of the elastic or plastic models.

Introduction

The thermal contact conductance models for two conforming
rough surfaces consist of three basic models: the thermal model,
the surface model, and the deformation model. The essential
difference between the different contact conductance models is
found in the surface model. Most of the contact conductance
models for isotropic surfaces assume circular contact spots and
use either the Hertz elastic model (Johnson, 1985) or the geo-
metric plastic deformation model. Depending on the type of
deformation model used, the contact conductance model for
conforming rough surfaces becomes an elastic or a plastic
model.

There is considerable confusion regarding the type of defor-
mation associated with a pair of contacting conforming rough
surfaces under static load. In order to predict experimental re-
sults with the present contact conductance models, a type of
deformation must be assumed a priori. A plasticity index has
been used to assess the type of deformation (elastic or plastic).
This index requires a value of plastic hardness. Since only a
single value of hardness for a particular material has been used
in the past (for, e.g., Aikawa and Winer, 1994) instead of an
appropriate microhardness (see Yovanovich et al., 1982) it did
not necessarily point to the right deformation mode.

There is a need to be able to reduce data without assuming
a type of deformation. This is because most of the rough sur-
faces in contact under load undergo elastic or elastoplastic de-
formation. This can be achieved by incorporating an elastoplas-
tic deformation model into the present thermal contact conduc-
tance model.

Recently a simple elastoplastic model for sphere-flat contacts
has been proposed by Sridhar (1994). This model predicts the
contact radius or displacement for all three regimes of deforma-
tion: elastic, elastoplastic, and fully plastic.

The aim of the present paper is to develop a novel thermal
contact conductance model for conforming rough isotropic sur-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 1994;
revision received January 1995. Keywords: Conduction, Electronic Equipment,
Thermal Packing. Associate Technical Editor: L. S. Fletcher.

Journal of Heat Transfer

faces using the recently proposed elastoplastic model for sphere-
flat contacts and then reduce experimental data (Antonetti,
1983; Hegazy, 1985; McWaid, 1990; Maddren, 1994) obtained
for similar isotropic metal pairs to dimensionless form. Data
reduced vsing the elastic or elastoplastic model can be compared
with both the elastic and plastic models on the same plot.

There are a number of thermal contact conductance models
available in the literature. The important models that use statisti-
cal analysis are: (i) Greenwood and Williamson (1966)
(GW) model, (ii) Cooper, Mikic, and Yovanovich (1969)
(CMY) and Mikic (1974) model, (i{i) Bush, Gibson, and
Thomas (1975) (BGT) asymptotic model, and (iv)
Whitehouse and Archard (1970) (WA) model. A detailed re-
view of these contact conductance models can be found in
Sridhar and Yovanovich (1994).

Elastic-plastic models for contacting rough surfaces have
been proposed in the past by Ishigaki et al. (1979), Chang et
al. (1987), and Majumdar and Bhushan (1991). The Ishigaki
et al. (1979) model assumes that the total deformation is the
sum of elastic and plastic deformations. Chang et al. (1987)
have improved upon the previous models by considering vol-
ume conservation of an asperity control volume during plastic
deformation. The Majumdar and Bhushan (1991) model is
based on the contact mechanics of two fractal surfaces in con-
tact. In the Chang et al. (1987) and Majumdar and Bhushan
(1991) models the asperity deformation is purely elastic or
purely plastic and the model switches between these two modes.
The problem of switching has been circumvented in the Sridhar
(1994) model and predicts contact size or displacement for the
elastic, the elastoplastic, and the plastic regimes with a single
expression.

There is a choice of converting any of the surface models
(CMY /Mikic, GW, WA, and BGT) into an elastoplastic model.
We know that the GW model and the WA model require an
additional surface parameter (see Sridhar and Yovanovich,
1994) and the BGT model is only an approximate model, which
does not compare well with the other models. Hence the present
work of developing an elastoplastic model for isotropic con-
forming rough surfaces will be based on the existing, well-
established, CMY plastic model and the Mikic elastic model.
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The main results from the analyses of the CMY plastic model
and the Mikic elastic model are given in Table 1. The thermal
model used in these contact conductance models was first pre-
sented by Cooper et al. (1969) and in a convenient form by
Yovanovich (1982), where the contact conductance A, is given
by:

h = 2kna 1)

(1 - VAr/Aa)LS

where k, = harmonic mean thermal conductivity, n = contact
spot density, @ = mean contact spot radius, and A,/A, = ratio
of real area to apparent area of contact. The relationship in the
denominator of Eq. (1) accounts for the ‘‘crowding’’ of adja-
cent microcontacts and it is important for large relative contact
pressures.

In Table 1, A is the dimensionless mean plane separation, o
and m are the surface asperity roughness and slope parameters
for the surface pair, P is the applied pressure, and E' the equiva-
lent elastic modulus.

The elastoplastic model developed here will take into account
the differences between the elastic and plastic models and will
move smoothly from the elastic model to the fully plastic model.

Brief Review of Deformation Models for Sphere-Flat
Contacts

In this section results of the three deformation models for
sphere-flat contacts are presented. The models will be based on
two methods of defining surface hardness: (i) hardness based
on contact radius: H,, = F/(na?), and (ii) hardness based
on contact displacement: Hys = F/(7/36), where the subscript
d refers to the type of deformation: elastic (e), plastic (p), and
elastoplastic (ep).

1 Elastic Model of Hertz. A sphere in contact with a flat
produces a circular contact. Hertz (see Johnson, 1985) solved
the problem for an elliptical contact. The circular contact is a

Table 1 Mikic/CMY elastic and plastic model

Deformation Results

2 = Za0/vD)

n= l6 ("F’)2 ;;:E(A/i‘/)-)

a= 25_— 7 eap(N/2)enfe(A/V3)

Elastic or Plastic

Vitkom  eap(-27/2)
oo [l ‘/—erfc(/\/\/—]

he =

Elastic

X = Vaerfe™? (“‘/-P )

A = v2erfe? (2P)

Plastic

* & = 1 for elastic, x = 2 for plastic

special case of the elliptical contact problem. Hertz simplified
the problem by assuming that each body is regarded as an elastic
half-space loaded over a small elliptical or circular (in this
case) region of its plane surface. A detailed review is available
from Sridhar (1994).

Nondimensional elastic hardness based on contact radius a
is given by (see Sridhar, 1994):

Ce,a=!—1—e—”5= 4 E, ﬂ=i.€za (2)
S 3x S B 3m

where ¥, = E'/S; - a/ 8 = nondimensional contact strain based
on the circular contact spot radius.

Nondimensional elastic hardness based on contact displace-
ment § is given by (see Sridhar, 1994):

Nomenclature
A, = apparent contact area, h, =
m? k=

A = contact area for a single
circular contact, m?
A, = real contact area, m?
a = mean circular contact
radius, m
C., C,, C,, = elastic, plastic and elas-
toplastic constraint pa-
rameters
¢1, ¢ = Vickers correlation co-
efficients, ¢,, MPa
dy = Vickers indentation di-
agonal, um
E = elastic modulus, MPa
E' = equivalent elastic
modulus, MPa =
[ = vi)/E,
+ (1~ V%)/Eu]q
= load on a single circular
contact (sphere-flat), N
J.p(e¥) = function used in the
elastoplastic model, Eq.
(18)
H,, H.o,, H,, = elastic, plastic and elas-
toplastic hardness, MPa

m-K

Ry, Ny =

MPa

(E’/Sf)'

Sf)'m
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contact conductance, W/m?+ K
harmonic mean thermal conduc-
tlvlty = 2kAkB/(kA + kB), W/

T, = mean interface temperature, °C
f = radius of curvature of asperity
summits or sphere, m
AT, = effective temperature drop
across the interface, °C
6 = contact displacement, m i
= nondimensional contact strain = Ni
(E'1S;) (alB) or
§/B or 1.67-(E’/

M\ = dimensionless surface mean
plane separation

v = Poisson ratio
o = rms surface roughness heights
for given surface or surface

pair = Voi + o}, m

m = effective mean absolute surface
slope = ym} + mj, rad

n = contact spot density, m

blending parameter

interpolation indices

P = nominal contact pressure, MPa

Q = heat transfer rate, W

S; = material yield or flow stress,

Subscripts

2 or A, B = surfaces A and B
a = apparent area or based on
contact radius a
¢ = contact or plastic
e, p, ep = elastic, plastic, elastoplastic
r = real

Abbreviations

Al = aluminum
BGT = Bush, Gibson, and Thomas
CMY = Cooper, Mikic, and
Yovanovich
GW = Greenwood and Williamson
= Nickel
SS = stainless steel
WA = Whitehouse and Archard
Zr-Nb = zirconium alloy with niobium
Zr-4 = zirconium alloy
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H, 4 E [§_4
= == ey
Sf 3r Sf ,B 3r '

where e¥; = E'/S;- \/IS_IE = nondimensional contact strain
based on the contact displacement.

From the Hertz analysis we also have the important geometric
relationship:

Ces = (3)

a=pé (4)

With this result one can obtain the very important relationship
between the dimensionless contact strains based on the contact
radius or the contact displacement:

63‘,(1 = Ezk,b = EZ‘R (5

This result will be used in the development of the elastoplastic
model.

2 Geometric Plastic Model for Sphere-Flat Contact.
This simple deformation model assumes that the sphere and the
flat interact geometrically under fully plastic deformation.

Nondimensional plastic hardness based on contact radius a
is given by (see Sridhar, 1994):

I-Ip Ju
f

Co=—2%=276 (6)

Nondimensional plastic hardness based on contact displace-
ment & is given by (see Sridhar, 1994):

H

Cos =22 =552 7N
Sy
3 Elastoplastic Model for Sphere-Flat Contact. The ex-

pression for the elastoplastic hardness was obtained by Sridhar
(1994) by ‘‘patching”’ or ‘‘blending’’ the two asymptotic solu-
tions (i.e., elastic and plastic). The technique was first intro-
duced into convection heat transfer by Churchill and Usagi
(1972).

An implicit model between the unknown geometric constraint
parameter and the known nondimensional contact strain was
developed by Sridhar (1994) based on the assumption that the
relative elastoplastic constraint parameter C,, can be related to
the two asymptotic results valid for pure elastic contact C, and
for fully plastic flow C, in the following blended form:

Cop = L(CHT" + (G (8)

where the index n is called the ‘‘blending’’ parameter, which
is to be determined from analysis, experimental results, or nu-
merical results.

Implicit Elastoplastic Model Based on Contact Size a. The
model written in terms of the dimensionless contact strain is

2.76
n Jtn
)T
eX,

to reveal its characteristics. The elastoplastic model, Eq. (9),
has interesting features. It goes smoothly to the two asymptotes
that form the basis of the elastoplastic model independent of
the numerical value of the ‘‘blending’’ index.

We can rewrite the Eq. (9) in the following form:

Cep,a =

)

F__ 2.76 (10)

A~epSf 1+ éé n M
e¥

where A,, is elastoplastic contact area of a single contact spot.
Implicit elastoplastic model based on contact deflection &:

Journal of Heat Transfer

The constraint parameter is given by:

5.52
Cep,é = |: (13.02)n2i|]/n2 (11)
1+
E;k'g
Similarly we have:
F 5.52 (12)

B8, INEDRE
eX

In Eq. (10) and Eq. (12) €¥*, and ¢*; have been replaced by
€* because we know that they are equal to each other from
Eq. (5).

There are two interpolation indices (n, and n,) that have to
be determined through analysis or numerical or experimental
results. For the implicit models presented above the interpola-
tion indices were determined from the explicit models presented
by Sridhar (1994). The explicit and implicit models are two
forms of the same model (see Sridhar, 1994). Hence if the
interpolation index for the explicit model is known, the index
for the implicit model can be derived. If the applied load F is
characterized as the input and the resulting size (a or §) as the
output then it can be seen that the size appears on both sides
of the implicit model. Hence the comparison with data with the
implicit model would lead to larger errors as the size appears
twice. This is the reason the interpolation indices were deter-
mined using the explicit model. The indices for the explicit
model were in turn determined by comparing the models with
classical experiments of Tabor (1951) and Foss and Brumfield
(1922) in dimensionless forms (see Sridhar, 1994). When the
implicit models were cast in appropriate forms and compared
with the corresponding explicit models they yielded values of
n =2and n, = 1.2,

Present Elastoplastic Model for Conforming Rough
Surfaces

From the comparison of the two asymptotic models (Table
1) it is clear that the ratio of real area to apparent area of contact
A,/A,, size of average contact spot a, and the relationship be-
tween the applied pressure P and dimensionless mean plane
separation A depend upon the type of deformation. In this sec-
tion these parameters will be examined and the corresponding
expressions for the new elastoplastic model will be derived.

Ratio of Real Area to the Apparent Area of Contact
A,/A,. Examining the results of the analyses of the CMY
plastic model and the Mikic elastic model we find:

A
4(——’) = 2<ﬁ) = erfc(MV2) (13)
Aﬂ elastic Au plastic
Similarly for a single sphere-flat contact:
A, =34, = npb (14)
Therefore
éﬁ = I (15)
A, 2

Mikic (1974) derived the ratio A,/A, for elastic contact based
on Eq. (15), which indicates that the elastic contact area is half
that of the plastic contact area.

FEBRUARY 1996, Vol. 118 / 5
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Elastoplastic Contact Area for a Single Contact Spot.

IIOm Eq- (10) we have
| 6 2 |l/2
ﬁ 1 + (_‘5—)
4

A, = 1
i 2.76S; (16)
Also from Eq. (12) we find
o 5.52n8; 56
F = 13 Of 1.271/1.2 (17)
[+ ()]
e
Substituting for F in Eq. (16) we get:
212
()]
- e
% - (18)
14

13.0\'2 "2 = for(€X)
[+ (2)]
ek :

It will be shown later that € ¥ for conforming rough surfaces
in contact is independent of size (a) or displacement (§) and
dependent only on the material properties (E', S;) and the mean
absolute surface slope (m) for a surface pair.

Therefore the elastoplastic ratio of real area to apparent area
is given by:

A faled)
— = =~—=Serfc (MV2
Yot (\2)

It can seen that as e* — 0, £,,(¢¥*) — 0.5 and as ¢} — o,
Sfer(€¥)— 1. As e ¥ ranges from O to =, f,,(e¥) moves smoothly
from 0.5 to 1.0 as seen in Fig. 1.

Contact Spot Density n. It can be seen from Table 1 that
the contact spot density is predicted with the same expression

for both elastic or plastic deformation.
Therefore for elastoplastic deformation:

g o L (mY exp(=\%)
16 \ o

erfc ()\/32)

We know from the CMY plastic model

(19)

(20)

Force Balance.
that:
A
e LI 21
A, 2D

where P = applied pressure and H, = appropriate contact hard-
ness (plastic) of the softer material.
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Fig. 1 Plot of the function f,,(e}) versus €}
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It was shown by Mikic and Roca (1993) for conforming
surfaces undergoing elastic deformation that:

—_—= = 22
A, E’ H, (22)
m
"2
Therefore
H, =—='m 23)
2

where H, is defined as the elastic hardness of the softer material
in contact and m is the mean absolute slope for a surface pair.
The elastic hardness H, refers to the mean pressure on a single
mean asperity as it is pressed against a rigid, smooth flat.
Hence we make the assumption that
a

E' 4
H==m=—E % 24
% 3 5 (24)

Therefore we find the relationship between the ratio a/3 and

m:
a
—=167'm (25)
B
With this we rewrite €* as:
ex=E.0_16.E., (26)
S B S

Finally, we assume for elastoplastic deformation of two con-
forming rough surfaces in contact that:

A P
== 27
A H, 27)
where H,, is the elastoplastic hardness given by:
2.768,
H,, = 6 5f Z]172 (28)
(S
e¥
Therefore we have
A _ Jfoled) P
— =" erfc (MV2) = 29
YN erfc (AV2) o (29)
and
)\=\/5.erfc“‘( 2 P) (30)
) fep(ezk) He”

Table 2 summarizes the important results of the new elas-
toplastic model. It should be noted that the present elastoplastic
model assumes Gaussian distribution profile heights and slopes.

Comparison of Thermal Contact Conductance Models
With Experimental Data

In order to compare the models with themselves as well as
with experimental data, they must be cast in dimensionless
form. It has been found that the most suitable dimensionless
form for contact conductance is: C, = o/m- h,/k;, where k; is
the mean harmonic thermal conductivity, and o and m are the
equivalent rms surface roughness and mean absolute slope, re-
spectively, for a surface pair.

The dimensionless contact pressures used in this work for
the three different models are P/H,, P/H.,, and P/H,,, re-
spectively, where H,, H, or H,, and H,, refer to the elastic, the
plastic, and the elastoplastic hardness, respectively.
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Figure 2 shows a plot of the new elastoplastic model for
different values of the nondimensional contact strain ¢¥. For
e* = 0, the elastoplastic model reduces to the elastic model
(Mikic). As €¥ is increased, the elastoplastic model moves
downward. The plots of ¢* = 15 and 60 are seen to lie below
the elastic model but parallel to it. A value of €* = « reduces
the elastoplastic model to the plastic model (CMY). It can be
seen from Fig. 3 that a single model is able to handle all three
regimes of loading, i.e., the elastic, the elastoplastic, and the
fully plastic.

Data Reduction. Experimental contact conductance 4. is
determined as follows: h, = Q/(A,AT,), where @ is the heat
flow rate, A, is the appatent contact area, and AT, interface
temperature drop. This is nondimensionalized by multiplying it
by (d/m)/k The surface parameters 0 = g2 + g3 and m =
ymZ + m3, where A and B refer to the upper and lower surfaces.

The harmonic mean thermal conductivity k, is defined as: k,
= (2kaky)/ (ks + kg), where k, and kg are thermal conductivities
of the upper and lower specimens. The thermal conductivities
k, and kjp for a test pair were determined at the mean interface
temperature T,.

Microhardness is the most important property in the thermal
contact conductance data reduction. It has been known for the
last 50 years that microhardness is a size-dependent property.
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Fig. 2 Plot of the present elastoplastic model for different values of €y
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P/HGP

Fig. 3 Comparison of elastic and plastic asymptotic models with Ni200
data (Hegazy, 1985; Antonetti, 1983) reduced using the proposed elas-
toplastic model

Since Hegazy (1985), Vickers microhardness (Hy) and inden-
tation size (dy) have been correlated. Experimental correlations
between Vickers microhardness and indentation diagonal (Hy
= c,d%?) were available for Antonetti (1983) and Hegazy
(1985) isotropic data.

Iterative Procedure to Determine P/H,,. In order to de-
termine the dimensionless contact pressure P/H,, for each ex-
perimental point one has to know the appropriate value of
elastoplastic contact microhardness H,,. An iterative technique
was required to determine this appropriate elastoplastic contact
microhardness. The technique used in the present work is simi-
lar to the one developed by Yovanovich et al. (1982, 1983)
and Yovanovich and Hegazy (1983). The only difference is
that the elastoplastic model is used instead of the fully plastic
model (CMY).

Examining the expression for the elastoplastic hardness, Egs.
(26) and (28), it can be seen that the value of yield/flow stress
Sy is unknown. Hence an appropriate value of Sy has to be
chosen in order to determine the elastoplastic hardness H,,. The
iterative procedure developed calculates the appropriate value
of S; and thus the elastoplastic hardness H,,.

Equations (31)-(37) constitute the present model for pre-
dicting P/H,, for a particular applied pressure P on a conform-
ing rough surface pair. The expression for S, in Eq. (37) was
obtained by solving for Sy using Eq. (28).

HV Cy
H, = __ 9 g 31
» = 00272 09272 4V GD
dy=2r-a (32)
- \/;\/fe,,(e;k) T exp(\Y2) erfc (MY2)  (33)
m
— V2 erfc! ( 1 -2) (34)
fop(e¥) Hep
27§1/2
()]
3
fep(fzk) = 13.0) 2 /12 (35)
(2]
e
¥ =167 m (36)
Sf
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Sf=
2.76

(37)
1 1

HZ

In Eq. (31) the Vickers microhardness Hy is divided by
0.9272 to convert the Vickers hardness, which is based on total
surface area of indentation to a hardness based on the projected
area. This is because hardness is defined based on the projected
area of indentation.

Equations (31)-(37) were solved iteratively using Mathe-
matica (1988-91) until the assumed value of H,, in Eq. (37)
and the calculated value of H,,, Eq. (31), coincided. The nu-
merical ‘‘FindRoot’’ was used to achieve this. The *‘FindRoot”’
command in Mathematica (1988-91) required two guesses
around the actual root. If the elastoplastic hardness is equal to
the elastic hardness, then the iterative procedure appears to fail.
This problem can be avoided by using the elastic model to
reduce data whenever the iterative procedure fails.

Comparison of Experimental Data With the Proposed
Models. It was clear from the iterative procedure that each
surface pair, depending upon its surface and material character-
istics, will have different values of €*. It was found that the
value of €} was almost invariant for a single surface pair and
as load was increased it remained more or less constant. The
nondimensional strain €¢* used in the elastoplastic model is

10 g
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Fig. 5 Comparison of elastic and plastic asymptotic models with Zr-
Nb data (Hegazy, 1985) reduced using the elastic and the proposed
elastoplastic model
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strongly dependent on the value of surface slope m. It is known
that this quantity (m) is difficult to measure without errors. The
extent of care taken during the measurement of surface slope
m by previous researchers is not clear. Hence at this stage
the experimental data from Antonetti (1983), Hegazy (1985),
McWaid (1990), and Maddren (1994) will be reduced to a
dimensionless form and compared with the two asymptotes, i.e.,
the elastic (e* = 0) and plastic models (e* = ),

The iterative procedure appears to fail if the data sets are
below the elastic model in dimensionless form (i.e., when data
are reduced assuming elastic deformation and compared with
the elastic model). To circumvent this problem data sets were
first compared with the elastic model, and only sets that showed
significant plastic deformation (i.e., data well above the elastic
model) were reduced using the elastoplastic model. A rms error
of the order 25 percent (i.e., between data and elastic model)
and greater was considered a good measure for significant plas-
tic deformation. This rule was applied after removing the first
few data points, which normally have large low-load deviation.
Ideally data should lie between these two bounds, i.e., the Mikic
elastic model and CMY plastic model. The asymptotes run par-
allel to each other and are quite close (difference = 30 percent).
It should be noted that in the past data could not be compared
with both the elastic and plastic models because a type of defor-
mation had to be assumed a priori.

Figure 3 shows the comparison of experimental data from
Antonetti (1983) and Hegazy (1985) for Ni200 conforming
rough surface pairs with the elastic model and the plastic mod-
els. The data set covers a wide range surface roughness with
the roughness parameter o/m varying from 8.2 ym to 59.8 um.
Even though the light load data points show some scatter, the
data lie well within the bounds set by the elastic and plastic
models. It should be noted that all Ni200 data underwent elas-
toplastic deformation.

Figure 4 shows the comparison between the SS304 data from
Hegazy (1985), McWaid (1990), and Maddren (1994) with
the elastic and the plastic models. The 11 surface pairs covered
a range of roughness values with o/m varying from 6.6 to 57.6
um. Most of the data lie between the two bounds set by the
elastic and plastic models. All McWaid (1990) and Maddren
(1994 ) data underwent fully elastic deformation, whereas only
the smoothest pair from Hegazy (1985) underwent fully elastic
deformation. The rougher surfaces from Hegazy (1985) (o/m
=114, 16.9, 23.4, 40.3, and 57.6 um) had to be reduced using
the elastoplastic model.

Figure 5 shows the comparison between the Zr—Nb data from
Hegazy (1985) with the elastic and plastic models. The low
load data points lie outside the bounds of the elastic and plastic
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Fig. 6 Comparison of elastic and plastic asymptotic models with Zr-4
data (Hegazy, 1985) reduced using the elastic and the proposed elas-
toplastic model
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Fig.7 Comparison of elastic and plastic asymptotic models with Al6061
data (McWaid, 1990; Maddren, 1994) reduced using the elastic and the
proposed elastoplastic model

models. However, the data points at higher loads lie within the
bounds. This material was found to be quite elastic in compari-
son to Ni200. The smoothest pair underwent fully elastic defor-
mation.

Figure 6 shows another zirconium alloy Zr-4 compared with
the elastic and the plastic models. The smoothest pair underwent
predominantly elastic deformation. This data set lies outside the
lower bound, i.e., the plastic model, whereas the other pairs
underwent elastoplastic deformation. The rougher surface (o/
m = 18.6, 24.3, and 38.3) data sets lie slightly outside the
bounds closer to the elastic model.

Figure 7 shows the comparison of Al6061 data from McWaid
(1990) and Maddren (1994) reduced to dimensionless form
and compared with elastic and plastic models. Except for the
Maddren (1994) data set with o/m = 34.3 pm, which under-
went elastoplastic deformation, all the others underwent fully
elastic deformation. It should be noted that the Nho (1990)
Vickers hardness correlation was used to reduce the Maddren
(1994) data set, which underwent elastoplastic deformation.
One isotropic pair data from Maddren (1994) could not be
reduced for comparison in this work because the corresponding
microhardness correlations at cryogenic temperatures were un-
available.

Discussion and Concluding Remarks

The nondimensional strain e¥ = 1.67(E'/S;)* m is similar
to the plasticity index proposed by Mikic (1974) except that
the hardness H is replaced by a yield/flow stress Sy and a con-
stant (1.67) appears here. This nondimensional strain is a com-
bination of both the material and surface properties of a particu-
lar pair.

The comparisons of the two asymptotic models (elastic and
plastic) with Ni200, SS304, and Zr—-Nb data from Antonetti
(1983), Hegazy (1985), McWaid (1990), and Maddren (1994)
are excellent. The Ni200 data show significant plastic deforma-
tion. Only five out of eleven pairs of SS304 data underwent
elastoplastic deformation, whereas the rest of them underwent
fully plastic deformation.

The smoothest pairs of zirconium alloys Zr—Nb and Zr-4
show significant elastic deformation. The comparison of the Zr-
4 data of the smoothest pair with the models is not satisfactory.
This may be due to the errors in surface slope or hardness
measurements. The McWaid (1990) and Maddren (1994 ) data
obtained for isotropic similar metal pairs of Al6061 show con-
siderable scatter.

Journal of Heat Transfer

For the first time thermal contact conductance data have been
reduced using both the elastic and elastoplastic model. This
new procedure for data reduction eliminates the dilemma of
assuming a type of deformation a priori.

Surface slope m is an important parameter of the elastoplastic
model and there is a need to determine this accurately. At this
stage it is believed that the discrepancies between some data
and the model are due to errors in the value of the surface slope.
Future work should be aimed at obtaining a better estimate of
the surface slope m.
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A Method for the Solution

N. J. Ruperti, Jr.
M. Raynaud

J. F. Sacadura

of the Coupled Inverse Heat
Conduction-Radiation Problem

The inverse problem of estimating surface temperatures and fluxes from simulated

transient temperatures measured within a semitransparent slab is studied. A space-
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marching technique, whose performance is already known for the solution of the
inverse heat conduction problem (IHCP ), is adapted to solve an inverse heat conduc-
tion-radiation problem (IHCRP ). An iterative algorithm is proposed. Different values
of the conduction-to-radiation parameter are considered in order to show, with bench-

mark test cases, the effects of the radiative heat transfer mode on the performance
of the inverse method.

Introduction

Semitransparent materials are widely used in buildings, solar
energy installations, and high-temperature systems. In such ther-
mal systems it is often necessary to know the surface tempera-
ture or the temperature profile within the semitransparent me-
dium. At elevated temperatures the energy transfer is dominated
by radiation, which makes it more difficult to predict the internal
temperature distribution due to the nonlinear behavior of the
problem. This nonlinear characteristic increases the time of nu-
merical simulations, giving results that are strongly dependent
on the temperature range. There are two ways to determine the
temperature distribution within a semitransparent medium. The
first one is by the solution of a direct problem, when the proper-
ties of the medium and the boundary conditions are known,
then the temperature profile and the radiation intensities can be
calculated. In the second one, the boundary conditions are to
be estimated from the knowledge of the internal temperature
readings or from the measured exit radiation data. The problem
is called an inverse radiation problem (IRP) when the tempera-
ture profile or the boundary conditions are to be estimated from
external radiation data. When the temperature distribution in a
semitransparent solid is estimated from transient temperature
measurements within the solid, the inverse problem is called
an inverse heat conduction-radiation problem (IHCRP). In the
THCRP the energy equation with a radiative source term is used,
while the IRP just involves the equation of radiative transfer.

The literature review shows that inverse methods have been
used for the analysis of the three different modes of heat trans-
fer: conduction, convection, and radiation. The use of inverse
methods allows for the determination of thermophysical proper-
ties and for the estimation of the temperature distribution and
unknown boundary conditions by internal or external measure-
ments. Some examples of inverse solutions will be briefly
shown in the following paragraphs.

A considerable amount of work has been done in the past
three decades for the study of inverse problems in heat conduc-
tion. The inverse heat conduction problem (IHCP) is the estima-
tion of surface heat flux and temperature histories from transient
temperatures measured within an opaque solid (Beck et al.,
1985). Another type of time-dependent inverse problem in heat
conduction deals with the determination of thermal properties
from transient temperature measurements (Beck and Arnold,
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1977). The main difference between these inverse problems is
that in the IHCP, the unknown surface heat flux histories can
be arbitrary or adjustable by humans making this problem more
involved than the parameter estimation problem. The IHCP is
an ill-posed problem, so small inaccuracies in the measured

-interior temperatures can cause large oscillations in the calcu-

lated surface conditions. Several numerical procedures have
been proposed to reduce the sensitivity to measurement errors.
Unfortunately, in all of the inverse techniques, it has been shown
(Hills et al., 1986; Raynaud and Beck, 1988) that greater stabil-
ity is only achieved with a loss of resolving power. A recent
review in the IHCP can be found in Hensel (1991) and Murio
(1993).

An example of inverse problem in heat convection was pre-
sented by Huang and Ozigik (1992) where a combination of
the regular and modified conjugate gradient method was used
to determine the unknown wall heat flux in a parallel plate duct.
The spacewise variation of the wall heat flux was obtained from
the temperature variations inside the fluid at several different
locations.

In inverse radiation problems, the radiative properties or the
internal temperatures are determined from internal or external
measurements. Remote measurements of exit radiative intensi-
ties have been used for determining radiative properties such
as optical thickness and phase function (Nicolau et al., 1994;
Matthews et al., 1984; Sakami and Lallemand, 1993). Remote
sensing was also employed for the estimation of the temperature
profile in atmospheres, or in semitransparent solids (Viskanta
et al,, 1975; Sakami and Lallemand, 1993; Mann and Viskanta,
1995). Li and Ozigik (1993) used the conjugate gradient tech-
nique for simultaneous estimation of temperature profile and
surface reflectivity in an absorbing, emitting, and isotropically
scattering gray medium. The estimation was based on simulated
exit radiation intensities.

Some attempts have been made to estimate the thermal prop-
erties in inverse problems involving combined conduction and
radiation heat transfer. Andre and Degiovanni (1992) have used
an extension of the flash technique for measuring the diffusivity
of glass at temperatures up to 800 K. Direct techniques have
been applied to determine thermal properties in semitransparent
materials. Matthews et al. (1984 ) determined the thermal capac-
ity and the thermal conductivity of zirconia samples from tem-
perature measurements obtained within a semitransparent me-
dium. These techniques, as was noted by Field and Viskanta
(1993), are the only ones presently available for obtaining reli-
able internal temperature data. The difficulty of obtaining time-
dependent internal temperature measurements in sheets of glass
was minimized in that work. A new thermocouple installation
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method was developed to allow the placement of thermocouples
throughout the interior of glass test plates and assured excellent
thermal contact.

The purpose of this paper is to present a thorough discussion
of the solution of a IHCRP (Ruperti et al., 1995). A space-
marching technique (Raynaud and Bransier, 1986a, b) is
adapted to consider inverse problems where radiative transfer
must be taken into account. The use of this inverse technique
allows for the estimation of the internal radiation fluxes, temper-
ature distribution, and the surface heat flux histories, from tran-
sient temperature measurements within the semitransparent
solid. Some test cases initially employed to measure the perfor-
mance of different inverse methods for the IHCP (Raynaud and
Beck, 1988) are used to evaluate the behavior of this method
for the IHCRP. The present analysis considers a semitransparent
gray slab bounded by infinite black walls and various initial
temperature profiles to show the influence of radiation on the
inverse solution. All the results are compared with benchmark
solutions available for the ITHCP.

Inverse Problem Formulation

The physical model of the one-dimensional plane-parallel
slab considers simultaneous radiation and conduction heat trans-
fer as illustrated in Fig. 1. The IHCRP consists of estimating
the two surface heat fluxes ¢o(£), ¢.(£) and the temperature
histories in the whole domain from internal temperature mea-
surements. A more tedious problem would be to estimate simul-
taneously the radiative boundary conditions. The feasibility of
such an estimation has not yet been studied. This work is limited
to the case of a homogeneous, gray, nonscattering semitranspar-
ent medium with constant thermophysical properties bounded
by two infinite black surfaces.

The objective is to quantify, by numerical simulations, the
accuracy with which the unknown boundary conditions can be
determined. The input data for the IHCRP, instead of being

Nomenclature

Regon | Rawet, | Hvrse
A~ - gion ! egion | A~
Unknown 7 N\ | ¥ (Q)Y’(g) 1 0 Unknown
Flux, ¢,(¢) 1t /" Flux, ¢ ()
b % » \l -~ hé
? A
- /\, : | V\ M
/'\’ < 1 V\
~~ | Thermocouples | - M
A~ T, » 7\/\

!)—P T
T

Fig. 1 Surface heat flux estimation in a semitransparent slab

measured temperatures, are predicted from the solution of a
direct problem for a given set of boundary conditions.

Direct Problem Formulation

The governing equation for the coupled conductive and radia-
tive heat transfer in the semitransparent slab is in dimensionless
form:

39(r, £) _ 8°6(1, &) _ 13Q(r, €)

o€ ar? N or '
£>0, 0=7=171, (la)
with the initial and boundary conditions:
T, €)=10;, £€=0, O0=7=17, (1b)
_30(;;€)+Q’(17\';5)=¢0(€), r=0, £€>0 (l¢)

k = thermal conductivity
L = slab thickness
go = incident heat flux density at 7

¢, = incident heat flux density at 7

TL
gmix = Maximum value of the surface

heat flux density

q° = conductive heat flux density

q" = radiative heat flux density

T, = initial temperature

T, = reference temperature

t = time

x = distance from heated surface

k = absorption coefficient

7 = Stefan—Boltzmann constant =
5.6699 X 10~% W/m?K*

Dimensionless Groups and Parameters
B, = first measure of the bias (Eq.

(14))

B, = second measure of the bias (Eq.
(15))

M = total number of grid points

N = conduction-to-radiation parameter
= kr/4n’sT?

n = refraction index

Q. = estimated heat flux at 7 = 0 (Eq.
(12))

Journal of Heat Transfer

Q° = conductive heat flux; Q°(r,
£) = q°(x, DIkkT,

Q" = radiative heat flux; Q'(t, &)
= q"(x, t)/4n’3T}

§ = standard deviation (Eq. (20))

w = weights of Gauss—Legendre
quadrature (Eq. (9)) and
width of the gaussian filter
(Eq. (21))

Y, Y, = temperature histories at the
first and second
thermocouple locations

Y ¥, ¥ ¥ = filtered temperatures at the
first and second
thermocouple locations (Eq.
(21)

o = thermal diffusivity
AT = space step
- A€ = time step
¢ = random variable

¢ = incident heat flux at 7 = 0;
bo(€) = qo()/kkT,
¢, = incident heat flux at 7 = 7;

&1(&) = qr(t)/kkT,
Dmax = Maximum value of the
surface heat flux = G/ kT,

®" = radiative heat fluxes calculated by
the solution of the direct problem

(Eq. (9))
6 = temperature; 8(r, £) = T(x, t)/T,

8, = initial temperature = T,/7,

o = standard deviation (Eq. (17))
T = space coordinate = «x

T, = first thermocouple location

T, = second thermocouple location
T, = optical thickness = &L
£ =time = ax’
o = instant of the impulse
¥ = temperatures calculated by the
solution of the direct probiem

(Eq. (10a))
Subscripts
0 = initial condition
i = grid space index
j = node number at 7 = 7,
Superscripts

¢ = conductive flux
m = final time

n = time index

r = radiative flux
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_9r. O 011, &)

or N = ¢, (&),

£E>0 (14)

T = TiL,s

where the dimensionless quantities are defined in the nomencla-
ture. Note that N, the conduction-to-radiation parameter, indi-
cates the relative magnitude of the two heat transfer modes.
The smaller N, the larger is the radiation mode.

The hypothesis made for the formulation of the radiative
problem allows one to obtain an exact solution of the equation
of radiative transfer (Ozisik, 1973). The radiative source term,
Q'(7, £), can be calculated when the slab temperature profile,
o(r, &), is known:

0'(r. €) = % [o‘*m, )Ex(T)
+ fT 04(7', EYE (T — T’)dT’]
0

- % U 6(r', £)Eo(r" — 7)dr’

+ 8*(7y, £)Es(T, — 'r)} , O0=s71=7, (2)

where E; (7) are the exponential integrals. This is equivalent to
Eq. (8-84) in Ozigik (1973) for the special case of black wall
radiative boundary conditions.

Solution of the Nonlinear Inverse Problem

The space-marching technique proposed by Raynaud and
Bransier (1986a, b) is adapted to consider the radiative heat
source of Eq. (1a). In fact three distinct problems can be stud-
ied. The first one is for two internal temperature measurements
as shown in Fig. 1, which leads to two inverse regions. The
second case occurs when one of the temperature measurements
is done on one surface, thus only one inverse region arises. The
last possibility is to have known temperature and heat flux
histories at one point. These three cases are very similar and
the technique developed to solve one of these problems can be
easily adapted for the solution of the other ones. Herein to
facilitate the.comparison with previous works (Raynaud and
Beck, 1988), the case of measurements at 7, = 7,/2 and 7, =
7. is chosen. For this IHCRP the set of equations is Egs. (1a)
and (1b) along with:

LB QMO g esy

or N (3a)
(T, &) =Y(&), T=142, £>0 (3b)
7, 8)=Ya(&), T=7,, £€>0 (3¢)

The slab thickness is divided into a direct and an inverse
region as shown in Fig. 1. The problem in the direct region 7,
= T = T, is a boundary value problem with boundary conditions
of the first kind given by the simulated temperature measure-
ments Y, and ¥,.

The space marching method uses finite differences to approx-
imate the energy equation. Central difference approximations
for the three derivatives of Eq. (1a) lead to:

o+t — gyt - Cin = Qb _ l 0t — O
2AE AT N 2AT

(4)

In all stable inverse methods a bias must be introduced to de-
crease the sensitivity to measurement errors (Beck et al., 1982;
Hensel and Hills, 1986; Raynaud and Beck, 1988). For this
space-marching method the bias is obtained as follows:

12 / Vol. 118, FEBRUARY. 1996

C"+| c"7|
e _ Qi+ Qi
i+1/72 —
2

(5
This time averaging accounts for the time lag due to the diffu-
sion of heat in solids. On the other hand, the radiative heat
transfer being almost instantaneous, it is not necessary to make
such an approximation for the radiative source terms.

Using central differences to evaluate the conductive heat flux
densities:

S
AT AT

Qf:l/Z = -z

1o - o'
2

] (6a)

ot

i-1/2 = S (6b)

The substitution of Eqs. (6) into Eq. (4) leads to an explicit
relation to estimate the temperature in the inverse region:
ATl

Ly=07+
! 2AE

CIARE- |
1 n+l n+1 n—1 n—1
+E(0i -0 + 077 = 0

+ % Qi — Q) ()
In this method, the stability increases with the number of grid
points since the bias is introduced by Eq. (5) at each step.
Consequently, the larger the number of steps, the larger is the
bias. The computational molecule is shown in Fig. 2. The tem-
perature at node i — 1 and time » is calculated from temperatures
at times n + 1 and n — 1, called future and past temperatures,
respectively. However, it is necessary to know the radiative
source terms to estimate the temperature field from Eq. (7) but
the calculation of the former requires the knowledge of the later.
Thus an iterative process must be used. The following iterative
algorithm is proposed to solve the nonlinear inverse heat con-
duction-radiation problem:

Step 1—Solve the energy equation in the direct region without
considering the radiative source terms. This is a linear
direct heat conduction problem that can be solved by
any stable technique.

—» Time, §

od

@ Temperatures estimated by
Raynaud and Bransier's method

Temperatures estimated by
D'Souza's method

@XKnown temperatures

Fig. 2 Computational molecules used to march in space
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Step 2—Solve the energy equation in the inverse region (Eq.
(7)) without considering the radiative source terms.
The unknown surface temperature history is then
broadly estimated.

Step 3—Compute the radiative source terms from the solution
of the energy equation combined to the radiative trans-
fer formal solution (Eqgs. (1) and (2)) in the whole
domain, with the boundary conditions given by the
temperatures measured at 7 = 7, and the surface tem-
peratures (7 = 0) computed in Step 2 for the first
iteration, and Step 5 for the other iterations.

Step 4—Solve the energy equation in the direct region with the
radiative flux profiles computed in Step 3.

Step 5—Solve the energy equation in the inverse region with
the source terms computed in Step 3 and the tempera-
tures at node j (simulated measurements) and node j
+ 1 (calculated in Step 4).

Step 6—Continue the iteration (Steps 3 to 5) until the conver-
gence of the temperatures at 7 = 0, then calculate the
unknown surface heat flux. Otherwise, under-relax the
surface temperatures and go to Step 3.

Each of the steps is now briefly presented.

Step 3. The energy equation, Eq. (1a), with the boundary
conditions given by the surface temperatures computed in Step
5 and the temperatures measured at 7 = 7, is solved by a finite
difference method. Central differences are used to approximate
the partial derivatives of the right-hand side:

api _ (Wi — YDIAT — (7~ Y )/AT
df (ATH_] + AT,)/Z
L(@h = 9
—_— >0 (8
N Aty + AT, ¢ #)

The exact solution of the radiative fluxes is used to express the
source term of Eq. (8) in terms of temperatures. The integrals
of Eq. (2) are computed with a Gauss—Legendre quadrature
rule:

n 1 1
P& = 5 01 Es(r)) — 5 Y5 Es(ry — 7:)

1 & (’T,- - Tk) 4
+ =Y w———= Y BT — ) (9)
2.0 b1 — T4l

Thus a nonuniform computational grid, coincident with the
quadrature points, is used. To obtain accurate results, 60 quadra-
ture points are required. It results in a system of 60 nonlinear
first-order differential equations. A backward second-order ap-
proximation (Tseng and Chu, 1992) of the time derivative is
used to transform the system of nonlinear differential equations
into a system of nonlinear algebraic equations:

_1__ no_ n—1 n—2
2A£(3¢’1 4 + i)

(Wi — g AT — (B — ) ATy
(AT + ATH/2

%%:0 for i=1,2,...,60,
and n=2,3,...,m (10a)
where
PpP=20, £=0, i=12,...,60 (10b)
gg=061, £€>0, n=2,3,...,m (10¢)
n=Y1 €>0, n=23,...,m  (10d)
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The results given by this backward second-order approximation
were compared and validated with the ones obtained with the
ISML routine DIVPAG (Gear’s method). However, in the in-
verse solution, the later routine cannot be used because the
time step must be constant and moreover the former method is
quicker.

The nature of the radiative source terms requires iterations
to be performed at each time interval to satisfy the local thermo-
dynamic equilibrium condition. Newton~Raphson’s method is
used to solve the nonlinear system of algebraic equations, where
the Jacobians are numerically computed by a finite difference
approximation. The temperature profile computed in the previ-
ous time step is used as the initial guess to start the iterative
process at each time step. For each time step the converged
temperature profile is used to calculate the radiative flux profile
that is used as input in Steps 4 and 5.

Step4. The computations in the direct region are performed
using a uniform node distribution and central finite difference
approximations of the energy equation. The boundary condi-
tions in this case are the measured temperatures at 7,/2 and at
7,. The implicit time-marching scheme used in Eq. (10a) is
employed, leading to a tridiagonal system of linear equations
that can be solved by a standard routine. However, due to the
incompatibility between the computational grid used in radiative
heat source calculations (Step 3) and the one used in the direct
and inverse regions (Steps 4 and 5), the radiative heat sources
must be interpolated. The routine DQDVAL from the IMSL
math library, which evaluates a function defined on a set of
points using quadratic interpolation, is used to perform the inter-
polations.

Step 5. The calculation of the temperature field in the in-
verse region proceeds from the measurement node i = j to the
surface node i = 1. Since Eq. (7) involves one future tempera-
ture, it only allows one to estimate the temperature at any spatial
node i from the initial time n = O up to the time n = m — j +
i as indicated by the arrows in Fig. (2) (see Raynaud and
Bransier, 1986a). But the calculations of the radiative source
terms, Step 3, require that the temperature must be known over
the complete spatial domain. Thus it is necessary to calculate
the temperatures at the nodes located above the arrows. One
solution is to use a less stable relation that does not introduce
future temperatures. The explicit relation, proposed by D’Souza
(1975) for the THCP, which corresponds to the classical pure
implicit scheme for heat conduction has been chosen. The com-
putational molecule of D’Souza, modified to consider the radia-
tive source terms, is shown in Fig. (2) and is expressed as:

AT? .
87, =207 — 8% + = (87 — 87
AL

m m

+ %(QFH - Qi) (1)

Thus at each step toward the surface, Eq. (7) is used for n =
1 to m — 1 while Eq. (11) is used for n = m. Consequently
the four-point computational molecule is only employed to de-
termine the temperature for the last time step as indicated by
the open circle in Fig. 2.

Step 6. The total surface heat flux is calculated from the
converged temperature field, using an energy balance at the
surface node. Central finite-difference approximations are used
to derive, from the energy equation, the following expression:

. _ (01—~ 83
Q8 = AT

AT - 1 » "
4+ — en+l_0n—l 4+ — r + r 12
4A§(' ) 2N(Q2 o) (12)
Test Cases

Some test problems were selected to analyze the performance
of the inverse solution in situations where radiation and conduc-
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tion are of the same order of magnitude. These test cases were
initially defined to evaluate the performance of inverse methods
for the IHCP. Hence, all the results that are obtained for the
IHCRP can be compared with available benchmark solutions
for the THCP. These test cases correspond to a slab insulated
on the surface 7 = 7, ¢, (€) = 0, with an imposed time-
dependent heat flux, ¢o(&), on the other surface.

Some assumptions have been made in the problem formula-
tion, for example the hypothesis of a gray semitransparent me-
dium, which has limited real applications. However, the thermo-
physical properties and other input data were chosen so as to
correspond to average values of a semitransparent material. The
chosen input data are:

k=10m™";, k=01WmK;, n=1;

Gmsx = 1000 W/m?, L =001m; a=10"°m%/s
where g, is the maximum value of the total heat flux.

The first test cases considered are those introduced by Ray-
naud and Beck (1988). Their purpose is to show the tradeoff
that exists between the deterministic bias, i.e., the resolving
power, and the sensitivity to measurement errors. The first test
case estimates the deterministic error for a heat impulse that is
constant over just one time step, where g, = 1000 W/m?2, and

zero at other times:

0,
_ 13
bo (&) {(bmx, fo — AL/2 = € = & + AL/2 (13)

This impulse flux is the smallest temporal fluctuation that can
be estimated. The better the estimation of the impulse flux, the
higher is the resolving power of the method or the lower the
deterministic bias. One measure of the deterministic bias is the
relative difference between the exact heat flux and the heat flux
estimated at the time of the impulse:

BI =1- QO(gO)/¢max

Another measure of the deterministic bias is the normalized
square root of the sum of the squares of the deviations of the
estimated heat fluxes, Qy(&,), from the exact heat fluxes,

¢0(£n):

(14)

— Ony2112
¢max [nz] (¢ — Q0)°]

where m is the number of time steps. Notice that the values of
B, and B, have been normalized with regard to ¢, to allow
comparisons with the THCP benchmark solutions.

The second test case gives the sensitivity to measurement
errors of the inverse algorithm. In practical applications the
temperature histories at the measurement locations are known
as discrete functions of time. In any realistic experiment these
discrete temperatures are contaminated by noise. The case
where the temperature measured at the first thermocouple loca-
tion equals the initial temperature, except for the temperature
at time &g, which is equal to the initial temperature increased
by 1 K is considered:

£=26

v : 0o +
1(€) = o, ¢ e,

If this error were absent, all of the input temperatures would
not change from the initial values and the estimated surface
heat flux would be zero. Hence, the standard deviation of the
estimated surface flux (Hills et al., 1986) can be evaluated by:

(15)

2

1/7,,

(16)

o=(X Q)"

n=1

(17)
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For a linear problem, a 2 K single error would produce a
standard deviation twice as large (Hills et al., 1986). For a
nonlinear problem, such as the IHCRP, this property is not valid
anymore but the case of a 1 K single error has been chosen.

The dimensionless time £, = 10A¢ was selected for the heat
impulse and the standard deviation test cases (Raynaud and
Beck, 1988). The values of o and B, will depend on the end
time if the values of the heat flux estimates are not given ade-
quate time to approach zero, or if the method produces oscilla-
tory results or is unstable. For a well-behaved estimation, the
test case must be long enough to ensure that the estimates have
returned to zero; herein, the test cases were performed with 25
time steps, i.e., m = 25.

Although these two test cases enable the comparison of in-
verse methods and give insights into their behavior when the
introduced bias varies, it is also interesting to study a classical
problem. An incident flux that varies in a triangular fashion is
studied. The surface heat flux has a linear stepwise variation
between zero and ¢, = 1000 W/m?:

0, £<0loré>03
10¢mnx(£ - 01), 01 = 5 = 0,2

10¢n (0.3 — £), 02 =€ = 0.3

Three situations are considered for the estimation of the sur-
face heat flux histories from the temperature histories at 7 =
7./2 and T = 7, exact data (predicted values), simulated
experimental data, and noisy filtered data, In order to simulate
experimental data, the following procedure was used. A thermo-
couple was immersed in icy water. The signal was recorded at
a 100 Hz frequency during 20 seconds with a 16-bit Keithley
500 data acquisition system. The mean value was calculated and
subtracted from the signal. Finally, this noise was normalized
between —1 and 1. The contaminated input data are then calcu-
lated with the following relations:

Yi(8) = 0(7./2, &) + /T,
(&) = 0(7., §) + €/T,, (19)

where e represents successive data points of this experimental
noise. The first 80 points are used to contaminate the tempera-
ture at 7 = 7./2 and the following 80 points for 7 = 7,.
The mean value, the standard deviation, and the correlation
coefficient are —0.042, 0.350, and 0.24 X 1077, respectively,
for the first 80 points and —0.019, 0.310, and 0.33 X 1077 for
the next 80 points. We believe that it is preferable to use such
a procedure, based on a real experimental noise, rather than a
random noise generated by a numerical routine. The standard
deviation of the estimated heat flux is, in this case, evaluated

by:
1/2
S =
¢max [ E ( :I

It has been shown (Raynaud, 1986) that better results can
be obtained if the data are smoothed prior to the inversion. The
measured temperature is replaced by a linear combination of
past and future measurements. The filtered temperatures are
evalvated by the following expression:

Yi"(fi) = Z ZsYk(fm—(wH)/z),
s=1
where w, the width of the filter, is an odd integer and Z, are
the weighting coefficients. The coefficients for the gaussian
filter used to smooth the contaminated data are:

o WA 1= 28Y?
w— 1
Z, = w , s=1,2,...,w
3 Z

i=1

$o(£) = (18)

T = 'TL/2

T =T

(20)

k=12 (21)

(22)
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This filtering technique is equivalent to the mollification proce-
dure used by Murio to stabilize some inverse problems (Murio,
1993).

Numerical Results

The performance of the proposed inverse method for a given
time step with different values of the conduction-to-radiation
parameter, N, is studied first. Three values of N were chosen
to show the influence of the radiative transfer on the inverse
solution: N — o (pure conduction), N = 0.1, and N = 0.05.
For the purely conductive case, the initial temperature 7, = 773
K is chosen. The same initial condition, T, = 773 K, is consid-
ered for N = 0.1, while T, = 973.93 K is used in the most
radiative case, N = 0.05.

The performance of the method is evaluated, Fig. 3, for each
value of N by plotting on the same graph the standard deviation
of the estimates, o, versus the deterministic bias, B,, both func-
tions of the number of grid points, M. Several values of M were
used to plot each curve; see the numbers on the curves. Figure
3 shows the tradeoff that exists between the resolving power
and the sensitivity to measurement errors. In all situations, the
sensitivity to measurement errors can only be decreased by
increasing the bias. For this inverse method the introduced bias
increases with M. For a given number of grid points, the inverse
solutions for the radiative cases are more accurate and more
sensitive to measurement errors than the inverse solution for
the pure conductive case. This is due to the separation of the
total heat flux in two components: a radiative and a conductive
part. At 7 = 0 and £ = &, the radiative flux represents 44 and
61 percent of the total heat flux for N = 0.1 and 0.05, respec-
tively. As the bias is only introduced in the conductive part of
the heat flux, for small values of N the inverse method will be
less sensitive to changes in M. This implies, as shown by Fig.
3, that more nodes must be used for highly radiative cases to
obtain a weak sensitivity to measurement noises. For example,
the three curves almost cross for B, = 0.9 but only 31 nodes
are used for the pure conductive case, while 71 are necessary
for the most radiative case.

The quantitative tradeoff between the standard deviation and
the bias shown by Fig. 3 is only valid for a particular time step,
A¢ = 0.01. The influence of the time step for the three situations
is now quantified. The two measures of the bias B, and B,,
given by Eqs. (14) and (15), depends very weakly on the time

0.12

Standard Deviation, ¢
o
4
|

0-00 T I T I T I T ! T ] T T T
078 080 082 084 08 088 090
BiaS, Bz

0.92

Fig. 3 Tradeoff between random error sensitivity and bias of the inverse
solution for the three values of the conduction-to-radiation parameter,
N; A¢ = 0,01
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Table 1 Standard deviation of the estimates o for different values of

A and N
A8 0.005 0.01 0.05
N
N e (M=31) | 0.084 0.021 0.004
N=0.1 (M=61) | 0.050 0.021 0.012
N=0.05(M=71) | 0.042 0023 0.017

steps and N. B, ranges from 0.84 to 0.87 while B, ranges from
0.88 to 0.91 when Af is varied from 0.005 to 0.05. On the
other hand, the standard deviation o, Eq. (17), depends greatly
on these two parameters as shown in Table 1 for A¢ = 0.005,
0.01, and 0.05. Table 1 clearly shows that the sensitivity to
measurement errors increases when the time step decreases.
This is particularly true for the pure conductive case for which
o increases more than 20 times when A& is decreased from
0.05 to 0.005. This phenomenon is well known (Beck et al.,
1985; Hensel, 1991): It is due to the fact that in heat diffusion
the high frequencies are largely attenuated contrary to the low
frequencies. In the inverse analysis, the use of small time step
means that high frequencies are sought, which evidently is the
most difficult task since they are the most attenuated. On the
contrary, since radiation is instantaneous, a semitransparent slab
does not attenuate high frequencies as much as an opaque slab.
That explains why § decreases when N decreases. In the algo-
rithm, the bias is only introduced on the conduction flux. When
N decreases, the conduction flux decreases; thus, in order to
maintain the same bias, it is necessary to increase the number
of grid points. As an example, for A¢ = 0.01, a constant bias
is obtained with M = 31, 61, and 71 for N — o, 0.1, and 0.05,
respectively.

The results obtained for the triangular pulse test case are now
studied. The estimated heat flux with exact and noisy data are
shown Fig. 4 by the line with open triangles and black triangles,
respectively. Similar results are obtained for other N values.
The estimated and exact heat fluxes at 7 = 0 for the pure
conductive case and for N = 0.05 with noisy filtered data are
shown Fig. 5. The conductive and the radiative parts of the
estimated heat flux are also shown; the radiative flux dominates.
It demonstrates that the radiative transfer does not make the
problem more ill posed. Table 2 summarizes the standard devia-
tion of the estimated flux for exact, noisy, and noisy filtered
data. The noisy input data were smoothed with a gaussian filter,
Eqgs. (21) and (22), of bandwidth w = 5. Table 2 indicates that
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Fig. 4 Comparison between true heat flux and estimated heat flux at ~
=0 for N = 0.05, M = 71, and A¢ = 0.01, using exact {(open triangles)
and noisy input data (dotted line)
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Fig. 5 Comparison between true heat flux and estimated heat flux at ~
= 0 for N - «, M = 31 (open circles}), and N = 0.05, M = 71 {open
triangles), using noisy filtered input data. The asterisks correspond to
the times chosen to plot the temperature profiles in Figs. 6 and 7. The
dashed and dotted lines represent the contribution of conduction and
radiation to the total heat flux.

the worst cases correspond to the noisy unfiltered data. It shows
that the inverse method is slightly more accurate for lower
values of N when exact data are used. With noisy data the
results present an opposite trend: The most radiative case is
the least accurate. This triangular heat flux case confirms the
information provided by Fig. 3. This is interesting since the two
test cases were previously designed for a linear IHCP whereas
the IHCRP is highly nonlinear.

Figures 6 and 7 show the true and estimated temperature
profiles within the slab, which correspond to the times indicated
by asterisks in Fig. 5, for N = ® and N = 0.05. The temperature
profiles are quite flat for the radiative case but the differences
between true and estimated temperature are comparable for the
two N values, showing that the inverse method conserves the
same characteristic from the purely conductive to the most radi-
ative case. It is interesting to see that it is possible to recover
the main trends of the surface heat flux variations even with
such a flat temperature profile in the semitransparent slab.

The radiative part of the total heat flux inside the semitrans-
parent slab is presented in Fig. 8, for N = 0.05. Now, the
differences between true and estimated fluxes are larger. It is
always more difficult to estimate a flux than a temperature
(Beck et al., 1985). The larger discrepancies are observed at
time £ = 0.2, which corresponds to the abrupt change of the
surface heat flux. It is important to note that only 40 time steps
have been used to describe such sharp heat flux variations.

All the calculations were performed in double precision with
a RISC 6000/340 workstation. The computational time to solve
the inverse problem is approximately the number of iterations
multiplied by the time required.to solve the direct problem.
When filtered data are used 21 iterations are needed for N =
0.1 and M = 61, resulting in 1072 seconds of CPU time. For
N = 0.05 and M = 71, 80 iterations are necessary, and the

Table 2 Standard deviation of the estimates S for different values of N
using: exact data (predicted values), simulated experimental data, and
filtered data

4§ Exact Data | Noisy Data | Noisy Data
N (no filter) (no filter) (filter)
N e (M=31) 0.062 0.086 0.086
N=0.1 (M=61) 0.059 0.094 0.091
N=0.05 (M=71) 0.056 0.126 0.112
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Fig. 8 Comparison between true (solid lines) and estimated (dotted
lines) temperature profiles for the pure conductive case (N — «) with M
= 31 and A¢ = 0.01, using filtered input data

inverse code will run in 5071 seconds. This is several orders
of magnitude higher than the pure conductive inverse problem
(0.5 second). The iterative process was stopped when the di-
mensionless temperature variations at the surface for any time
steps were less than 10 >. The relaxation coefficient was equal
to 0.5 and 0.1 for N = 0.1 and 0.035, respectively.

Conclusions

This work showed that it is possible to estimate the surface
flux and temperature histories of a gray semitransparent medium
from two internal temperature measurements. One is used as a
boundary condition, and the other one is used to determine the
unknown boundary condition. An iterative algorithm based on
a space-marching method has been proposed. Such a method
has been chosen because, for the pure conductive case, the
computational time is one order of magnitude smaller than other
type of methods (Raynaud and Bransier, 1986a). One weakness
of the method is that the inversion can only be done with the

1000
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Fig. 7 Comparison between true (solid lines) and estimated (dotted
lines) temperature profiles for N = 0.05, M = 71 and A¢ = 0.01, using
filtered input data
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Fig. 8 Comparison between true (solid lines) and estimated (dotted
lines) radiative heat flux profiles for N = 0.05, M = 71 and A{ = 0.01,
using filtered input data

information given by the sensor closest to the unknown bound-
ary conditions. The simultaneous treatment of sensors placed
at different locations is not possible. For other types of boundary
conditions, such as semitransparent walls, it should be possible
to include external radiation measurements in the inversion
technique.

The two test cases proposed to show the tradeoff between
deterministic bias (or resolving power) and sensitivity to mea-
surement errors of inverse heat conduction methods were used
to study the effects of the radiative transfer on the inverse
solution. A comparison between the results for the radiative
cases with those already known for the pure conductive case
showed that, as in the IHCP, the sensitivity to measurement
errors can only be decreased by decreasing the resolving power,
i.e., for the proposed method by increasing the number of grid
points, M. For the same value of M, the inverse solutions for
the radiative cases are more accurate, hence more sensitive
to measurement errors than the inverse solution for the pure
conductive case. This implies that more nodes must be used for
highly radiative cases to obtain a stable solution. The influence
of the time step was also studied and showed that, for the same
bias, the sensitivity to measurement errors increases when the
time step decreases. But the time step has a much smaller influ-
ence for semitransparent slabs than for opaque slabs.

A triangular heat flux pertubation was also investigated. The
results confirmed the trends given by the two test cases: the
radiative part of the heat transfer in the semitransparent solid
complicates the numerical solution and therefore increases the
computational time but does not significantly change the accu-
racy of the surface temperature and heat flux estimates.

This work will be extended in order to consider nongray
media with any type of known radiative boundary conditions.
It will require the use of a numerical method to solve the equa-
tion of radiative transfer.
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Advanced Calculation Method
for the Surface Temperature
Distribution of Turbine Blades

A method of solution of the thermal boundary layer equation for a gas, together with
the heat conduction eguation for the turbine blade, using the boundary condition of the
Sourth kind ( conjugate problem), is presented. The effect of the surface temperature
distribution on the heat transfer coefficient (the effect of thermal history) is consid-
ered. This effect is important for gas turbine blades because the difference in tempera-
tures between the blade’s surface and gas usually varies considerably along the
blade’s surface; hence, the effect of thermal history can be significant. It is shown
that the results, obtained accounting for thermal history, can differ substantially from
results calculated with the assumption that the blade’s surface is isothermal. This
might be one of the reasons why there is a marked difference between the actual
temperature distribution of the turbine blade and the calculated one. It is important
to consider the effect of thermal history since it is a fact that the major unknown in
the design of turbine blade cooling systems is in the estimation of external. heat

A. S. Dorfman
Ann Arbor, MI 48109

transfer coefficient ( Hannis and Smith, 1989).

Introduction

It is known that the heat transfer coefficient depends on the
temperature distribution along the surface (the effect of thermal
history). On the other hand, the temperature distribution de-
pends on the heat transfer coefficient distribution. Therefore,
the effect of thermal history can be calculated only by using the
boundary condition of the fourth kind (by solving a conjugate
problem). Years ago, the effect of thermal history was not taken
into account, and the heat transfer coefficient was calculated
with the assumption that the surface is isothermal. This approxi-
mate approach is often used today as well.

At the present time, conjugate heat transfer problems are
considered in a variety of cases, particularly with flow past
bodies. However, in most cases it is assumed that the free-
stream velocity is constant, and the pressure gradient is zero.
One of the earliest solutions of the heat transfer conjugate prob-
lem was given by Viskanta and Abrams (1971). They consid-
ered heat transfer between two streams separated by a thin plate.
Later, solutions of more complicated conjugate problems were
published. For instance, many authors studied conjugate heat
transfer from fins. Forced convention from vertical fins in air
was considered by Garg and Velusamy (1986). Huang and
Chen (1987) studied this case for fins in power law fluid. Mixed
convection from fins in air was studied by Sunden (1983). The
same conjugate problem for fins embedded in a porous medium
was solved by Lin et al. (1986). Corla (1988) analyzed the
radiative effect on forced convection. Many other cases for
plates and fins were considered. These were reviewed by Dorf-
man (1989). Most of the conjugate problems were solved nu-
merically by using the finite difference method. Some authors
employed the superposition method (for example, Karvinen,
1983), the integral method (Sarma et al., 1988), and the La-
place transformation (Sucec, 1987).

An advanced superposition method proposed by Dorfman
(1973) makes it possible to consider the effect of pressure
gradient in the case of nonseparated flow past a curvilinear
body. That effect is considerable in many important cases, for
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1993; revision received September 1995. Keywords: Conjugate Heat Transfer,
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instance, for turbine blades or vanes. In the present paper, the
heat transfer conjugate problem for turbine blades is solved by
using that advanced superposition method. The effect of thermal
history is studied by comparing the results obtained by solving
the conjugate problem with the results determined by using the
boundary condition of the third kind and the assumption that
the blade’s surface is isothermal.

The purpose of the present work is to find out how significant
is the effect of thermal history, but not to predict exactly the
temperature distribution. Therefore, the same relatively simple
well-known boundary layer model is employed for both calcula-
tions. However, the method of solving a conjugate problem,
which is presented here, can be applied by using a more compli-
cated modern boundary layer model.

Theoretical Development

The boundary conditions of the fourth kind are represented
in the form of equalities of temperatures and heat fluxes on the
body surface calculated from the gas side (+0) and from the
body side (—0):

T,(+0) = T,(-0) 4.(+0) = ¢,(-0)

Since the temperatures are unknown, one should employ the
method applicable to an arbitrary temperature distribution. The
superposition method is used to solve the boundary layer equa-
tion. The surface heat flux is given by expression (Dorfman,
1973)

b
gw = hrlTe — T,(0) — J:) J(&/p)(dT,/dg)dE];

¢ = f:wods (1

This expression is applicable to the general case of variable free-
stream velocity over a body with arbitrary surface temperature
distribution. In Eq. (1)

f&ld) =11 — (&/d)a]" (2)

is the influence function of the unheated zone that describes the
changes in heat transfer coefficient in the case when the surface
is heated not from x = 0 but from x = £ (from ¢ = £ for the
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case of curvilinear body when the pressure gradient is not zero).
The exponents are dependent on Prandtl number and pressure
gradient (Dorfman, 1973). Since the effect of the pressure gra-
dient is almost completely contained in the variable ¢, the expo-
nents ¢; and ¢, are only slightly dependent on the pressure
gradient. When pressure gradient changes from its value at the
stagnation point (m = 1) to the one in the flow near separation
(m = —0.075), the exponents vary from its mean value (for
each Prandtl number) by only a few percent. If the solution
were exact, the exponents would be independent on the pressure
gradient. Since they are practically independent on the pressure
gradient, Egs. (1) and (2) describe quite accurately the effect of
variable surface temperature in a general case when the pressure
gradient is not zero. Solutions (1) and (2) generalize the well-
known superposition method, which in its usual form can be
used only in the case of zero pressure gradient (V = 1; ¢ = §
= x). For gases (Pr ~ 1) the exponents are ¢, = % and ¢, = 3
(Dorfman, 1973). For turbulent boundary layer for gases ¢, =
l,c; =018 atRe = 5 X 10%; ¢; = 0.85,¢c; = 0.1 at Re = 10?
(Dorfman and Lipovetskaya, 1976).

The Green’s function method is used to solve the heat con-
duction equation for the blade. The solution can be presented
in the form (Courant and Hilbert, 1962)

T = f (1/ry) Ty cos (n;, ry)dS
s

- f In ro(@u/K,)dS (3)
N

This expression determines the temperature T, at any blade
contour point k in terms of the temperatures 7,, and the heat
fluxes g, at the other contour points i.

If the blade is cooled on the inside, one needs to solve the
conjugate problem for the interior side too. However, the effect
of thermal history for turbulent flow in the long narrow cooling
channels is comparatively small. Thus, the heat flux for the
inside of the blade can be defined by Newton’s law

qw = ha(Tw - Ta) (4)

Substituting into Eq. (3) for ¢,,, Eq. (1) at the outside and
Eq. (4) at the inside, one gets

Tl = f (1/ry) T, cos (n;, ri)dS
- (hT/Kw)f In ry[T. — T,(0)
8y
b,
—J:) f(&ld:)(dT./dEg)dEldS

= (h/K,) f In ry(Tyi — Tw)dS  (5)
52

Two unknowns, T, and T, are determined by Eq. (5) and the
energy balance Eq. (6) for cooling air

ha(Twi - Tai) = (ch/H)(dTa/dS)l (6)

When the temperatures T, and T, are known, one can calculate
the surface heat flux from Eq. (1). Then, the local heat transfer
coefficient at the outside of the blade accounting for thermal
history can be determined by the formula

h=q,/ (T, — T,)

If the blade wall is considered to be thin, the longitudinal
thermal conduction is negligible. In that case, the heat flux for
the interior side of the blade can be determined as usual by
using the overall heat transfer coefficient h,,. This heat flux
must be equal to that from the gas, determined by Eq. (1).
Thus, one obtains in the case of the thin wall, instead of Eq.
(5), the following relatively simple equation:

hov(Tw - Ta) = hT[Tw - Tw(o)

&
- [ rerorariagagy; no=1m s i, (1)
0

Numerical Formulation

The unknown temperature distribution 7,,(S) can be approxi-
mated by a piecewise function with constant derivatives dT,,/
dS at each interval. Assuming that free-stream velocity V is
constant at each interval AS, one gets that d7,/d¢ is also
constant at each interval. Then, one can substitute sums for
integrals. If there are N and M points at the outside and at the
inside of the blade, respectively, instead of Egs. (5) and (6)
one would get

N+M
7rka = { 2 (l/rki)Twi cos (ni’ rki) - (hT/Kw)

i=0

X X InrfTe — T,(0) — X (T, — Toy-1))(ALI Ad))]

i=0 j=1

M
— (h/K) X In 1T — T YAS  (8)

=0

7]
Al = f(&ld)dg

by

Toi = Tog-1y = ba(Tyi — Ta); ba = haHAS/ch )

The integral Al; can be calculated numerically from O to ¢,_,.
However, the point £ = ¢ is singular, For that reason, it is
convenient to calculate the integral A, from ¢;_ to ¢; for each
point i analytically. The formula, given below, can be also used
for analytical calculation Al; in each other interval (¢;_;, ¢;)

Nomenclature

¢, ¢, = exponents, Eq. (2)
¢, = specific heat at constant pres-
sure
f(&/¢) = infiuence function of unheated
zone
G = cooling air flow rate
h = heat transfer coefficient
H = blade height
K = thermal conductivity
m = exponent in the free-stream ve-
locity distribution; V. ~ x™
n = external normal to the blade
cross section contour
Pr, Re = Prandtl and Reynolds numbers

point i

length

contour

locity

Journal of Heat Transfer

r« = radius vector from point k to

S = longitudinal coordinate mea-
sured along the blade cross
section contour referred to
analogously defined contour

S1, S, = dimensionless length of out-
side and inside of the blade

T, T(0) = temperature at any point and
stagnation point temperature

V(S) = potential flow velocity re-
ferred to the free-stream ve-

x = longitudinal coordinate
referred to plate length

6 = blade wall thickness

C=(Ta— T)/Ts -
T.(0)] = cooling ef-
fectiveness

¢, ¢ = integration and Gort-

ler’s variables, Eq. (1)

Subscripts

a, ov, w, T, ® = cooling air, overall,
wall, isothermal, free
stream
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Fig. 1 Schematic drawing of the blade cross sections; blade with
deflector (a) and with radial cooling channels over the whole blade cross
section (b) and over the part of the blade cross section near the sur-
face (c)

instead of numerical calculation. Using an inequality ¢; > (¢;
— ¢;_1), that is correct everywhere, except a small domain near
stagnation point, one obtains for the integral (8)

Al = (1 = &) dile)2[(di — =)' ™% — (¢ — ¢)'7%]

Equation (8) can be written for all N + M points at the
outside and at the inside of the blade. Equation (9) can be
written for all M points at the inside of the blade. Thus, one
gets system of N + 2M algebraic equations that determines N
+ 2M unknown temperatures T,, and T,;. An analogous system
is used if thermal history is ignored, and the boundary condition
of the third kind is applied. In this case, the heat flux at the
outside of the blade is also determined by Newton’s law (4),
and the second term of Eq. (8) becomes the form of the third
one. Thus, instead of Eq. (8), one gets

N+M
T = { 2 (/7)) T, cos (n;, ry) — (he/K,)

i=0

N M
X 2 I rg(Te = Tui) = (ho/K,) X In rg(Ts = Tu) }AS;

=0 i=0

The second equation is the same Eq. (9) in this case.

If the wall is considered to be thin, the temperatures are then
determined by the system of Eqs. (6) and (7). In that case, the
temperatures can be calculated in consecutive order. Let the
temperatures of (i — 1) points be known. For next point i, the
integral in Eq. (7) can be presented as

t h KWm2K
T 4
04 ry i( B A2 B
03 ! Y s
AN IR
0‘2\ gy r’ q , 2 (,_;
a
L N
0.1 ‘\v/ i 1 [ A
“hf

’
K \\.,

02 D4 06 D8 3

0 02 04 06 08 B 0

a) b)

Fig. 2 Results of calculation for the blade with deflector {the wall is
considered to be thick): (A) pressure side; (B) suction side; cooling
effectiveness (a) and heat transfer coefficient (b) calculated with (1) and
without (2) thermal history
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Fig. 3 Results of calculation for the blade with deflector (the wall is
considered to be thin). (A), (B) and (a), (b): see Fig. 2. (3) Velocity of
flow around blade referred to free-stream velocity.

¢,
I = f F(&/)(dT, 1de)de

bi
= J:) f(€/¢,-)(dTw/d§)d§ + (Ali/A¢)[Twi - Tw(iwl)]

Since the temperatures of (i — 1) points are known, the integral
I;-, from 0 to ¢,_; can be calculated numerically. The integral
Al from ¢, to ¢, is defined by Eq. (8). Substituting the air
temperature T,; from Eq. (9), that is the finite difference form
of Eq. (6), into Eq. (7) and solving this equation for the wall
temperature 7,,;, one obtains

Ty = [h(ALIAG)(L + ba) + bl ™ {Br(1 + byy)
X [T = T,(0) = Iy + Toiiy(ALIAG)] + +hoTag-1};
be = ho HAS/Gc, (10)

Since the integral in Eq. (7) equals zero at the stagnation point,
it is easy to find out the temperature at that point, 7, (0) =
[ArTe + B, T,(0)1/(hy + h,,). Then, since the temperature of
cooling air at the stagnation point 7,(0) is known, one
can calculate T, by Eq. (10) and 7,, by Eq. (9) at point 1,
and so on.

Effect of Thermal History

A schematic drawing of the cross sections of the considered
blades is given in Fig. 1. Figures 2 and 3 present the surface
temperature (in terms of cooling effectiveness £) and the heat
transfer coefficient distributions on the blade with deflector
(Fig. 1(a)). The results are obtained from the following data:
T. = 1070 K; T,(0) = 340 K (Fig. 2), and T.. = 1460 K;
T,(0) = 560 K (Fig. 3); 6 = 0.0025 m; Gc¢,/H = 3330 W/
mK. The blade is considered to be thick in the first case (Fig.
2), and it is considered to be thin in the second one (Fig. 3).
Hence, Eqs. (8) and (9) are applied in the calculation in the
first case, and Eqs. (9) and (10) are used in the second one. It
is assumed that the boundary layer is laminar on the leading
part of the blade, before the heat transfer coefficient becomes
minimum, and it is turbulent on the remainder of the blade.

It can be shown that the effect of thermal history depends
generally on the nature of the changes in the absolute value
of the temperature difference |7.. — T,|. The heat transfer
coefficient, obtained accounting for thermal history, is higher
than that for an isothermal surface if the difference |T.. — T, |
increases along the surface, and lower than the isothermal one
if that difference decreases along the surface. For a turbine
blade, this leads to the higher surface temperature, in the case of
increasing the temperature difference, and to the lower surface
temperature, in the case of decreasing the temperature differ-
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Fig. 4 Results of calculation for the blade with radial cooling channels
distributed over the whole blade cross section (a) (Fig. 1(b)) and near the
blade surface (b) (Fig. 1(c)). (a) 1: Difference of the cooling effectiveness
calculated with and without thermal history, 2: heat transfer coefficient
calculated taking thermal history into account; Re = 6 x 10°, and Re =
3 X 10° (dashed curves). (b) 1: Cooling effectiveness calculated taking
thermal history into account, 2: difference of the cooling effectiveness
calculated with and without thermal history. (A), (B): see Fig. 2.

ence, in comparison with those obtained without accounting for
thermal history. For example, in the case of a thick blade (Fig.
2), the surface temperature increases (the effectiveness { de-
creases ) along the blade on the pressure side at the section with
turbulent boundary layer. Hence, the difference |T.. — T,| on
this section decreases. For that reason, the heat transfer coeffi-
cient is lower than that for an isothermal surface; hence, the
surface temperature, obtained accounting for thermal history, is
lower (the effectiveness is higher) than the one calculated by
using the boundary condition of the third kind and isothermal
heat transfer coefficient (Fig. 2). In this case, the largest differ-
ences between both calculations are on the pressure side of
the blade. There at some points, the value of the heat transfer
coefficient for the isothermal surface is twice that obtained ac-
counting for thermal history. The maximum value of the surface
temperature, obtained with thermal history, is more than 100 K
(£ = 0.15) lower than that calculated without considering ther-
mal history. The temperature distribution accounting for thermal
history is usually more uniform. The highest temperature de-
creases ({ increases), while the lowest temperature increases
({ decreases), in comparison with those calculated by using
the boundary condition of the third kind. Thus, the difference
between the highest and the lowest temperatures is smaller,
when thermal history is taken into account (AT,; < ATom).
In this case, the difference between AT,,, and AT, is equal
to that between the highest temperatures because the lowest
temperatures, obtained in both calculations, are almost the same.
So in this case, AT is more than 100 K smaller when thermal
history is taken into account.

The results, presented in Fig. 3, are similar. The temperature
distribution, obtained accounting for thermal history, is also
more uniform. In some of the blade sections, the heat transfer
coefficients, obtained with and without thermal history, differ
by 30 to 40 percent. The corresponding surface temperature
difference is 50 K to 60 K (£ = 0.07 + 0.08), but for the most
part of the blade surface it is 15 K to 25 K ({ = 0.02 + 0.03).
The difference between the highest and the lowest temperatures
AT, calculated with thermal history, is smaller by 45 K (0.06)
and by 75 K (0.09) for the suction and pressure sides, respec-
tively.

Figure 4 presents the surface temperature distribution for two
blades with different systems of radial cooling channels (Fig.
1) calculated for 7., = 1500 K and T,(0) = 660 K. The proce-
dure for calculation is similar to the one used for the blade with
deflector. However, in that case, the temperature of the cooling
air T, coming into each cooling channel from the neighboring
part of the blade is considered to be known. Since these tempera-
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tures are known, the N + M unknown blade temperatures T,
are determined by solving the system of N + M algebraic Eqgs.
(8). The effect of thermal history for the blades with radial
cooling channels is generally smaller than that for the blades
with deflector. This is so because the temperature distribution
on the blades with radial cooling channels is more uniform. The
surface temperature distribution on the blade with channels near
the blade surface (Fig. 1(c)) is more uniform than the one
with channels over the whole blade section (Fig. 1(5)). In
accordance with that, the effect of thermal history is smallest
for this blade (Fig. 4). The effect of Reynolds number and of
free-stream velocity distribution along the blade was studied
for the blade with channels over the whole blade section. It was
found that the effect of thermal history is more significant for
a larger Reynolds number (Fig. 4(a)) and for an unfavorable
pressure gradient. :

Uncertainties in Numerical Results

The present method is simpler, more reliable, and more accu-
rate than a numerical solution of the thermal boundary layer
equation, together with the heat conduction equation usually
employed to solve the conjugate problems. The reasons for that
are: (a) Equation (3) is an exact solution of the heat conduction
equation, and Eqgs. (1) and (2) are a quite accurate solution of
the thermal boundary layer equation; (b) there are no problems
with stability, convergence, or truncation errors; (¢) the accu-
racy of the numerical calculation of the integrals in Egs. (5)
and (7) is higher than that of the derivatives in the thermal
boundary layer and heat conduction equations. The magnitudes
of the errors are (James et al., 1985): ~AS? for the integrals,
and ~AS? or ~AS for the derivatives.

No more than 25 to 30 segments in the longitudinal direction
of the blade surface were used because it is known that the
magnitude of the errors depends on the number of simultane-
ously solved algebraic equations. The system of Eqs. (8) and
(9) was solved by Gauss’ method, The magnitudes of the errors
were estimated by error equations (James et al., 1985). If there
was less than a three-digit accuracy, the results were refined by
increasing of the number of segments. In this case, no more
than 25 to 30 simultaneous solved algebraic equation were used.
However, the system of Egs. (8) and system of Eqs. (9) were
solved separately in consecutive order using iterations. Those
iterations were repeated until the magnitude of the errors be-
came ¥0.5 K.

Conclusion

A method of solving the heat transfer conjugate problem
(using the boundary condition of the fourth kind) for the turbine
blade is presented. The problem is reduced to solving the system
of algebraic equations. The effect of thermal history (the effect
of the surface temperature distribution on the heat transfer coef-
ficient) is studied by comparing the results, obtained by solving
the conjugate problem, with the results calculated by using the
boundary condition of the third kind and an assumption that
the blade surface is isothermal. Since the physical models of
boundary layer and everything else (except the boundary condi-
tions) are the same in both cases, one can see when the effect
of thermal history is important; hence, there is the necessity of
solving the conjugate problem, and when the simpler boundary
condition of the third kind can be used. That is important to
know since the uncertainty in external heat transfer coefficient
is prevalent in the design of the turbine blade cooling systems
(Hannis and Smith, 1989).

Two cooling systems are considered (Fig. 1): (a) the blade
with deflector, (), (¢) the blades with radial cooling channels.
The comparison shows that the effect of thermal history can
be considerable. The surface temperature distribution, obtained
accounting for thermal history, is more uniform than the one
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calculated using the boundary condition of the third kind. The
maximum values of the temperatures decrease, while the mini-
mum values increase in comparison with similar values calcu-
lated without accounting for thermal history. The value of the
difference between both results of calculation depends on the
uniformity of the surface temperature distribution. The most
significant distinctions are for the blades with deflector. In this
case at some points, the heat transfer coefficient for isothermal
surface is twice that obtained accounting for thermal history.
The highest temperature is more than 100 K less than the one
obtained using the boundary condition of the third kind and
heat transfer coefficient for the isothermal blade surface. The
most uniform surface temperature distribution is achieved by
the blade that has the radial cooling channels distributed near
the blade surface (Fig. 1(c)). The effect of thermal history is
usually small in such cases (Fig. 4).
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Experimental Studies and
Correlations of Radially Outward
and Inward Air-Flow Heat
Transfer in a Rotating

Square Duct

Experiments were conducted to investigate the convective heat transfer of radially
outward and inward air flows in a uniformly heated rotating square duct. The interior
duct surfaces, constructed by fiberglass-reinforced plastic, were plated with separated
film heaters for distinguishing the local wall heat transfer rate. The duct hydraulic
diameter, the actively heated length, and the mean rotation radius are 4, 120, and 180
mm, respectively. In the experiments, the parameters were the throughflow Reynolds
number, Re = 1,000~15,000; the rotation number, Ro = 0~0.32; and the rotational
buoyancy parameter, Ra* = 0~0.5. For the outward flow the Coriolis-induced cross-
stream secondary flow strongly enhanced the heat transfer on the leading edge. But
for the radially inward flow the trend was reversed. When the throughflow Reynolds
number was increased, the rotating-buoyancy decreased, then increased the heat
transfer for the outward flow; however, the rotating-buoyancy always increased the
heat transfer for the inward flow. The heat transfer data are correlated for the
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G. J. Hwang
Mem. ASME

Department of Power Mechanical
Engineering,

National Tsing Hua University,
Hsinchu 30043, Taiwan

outward and inward flows for the ranges of parameters under study.

Introduction

The study of convective heat transfer in rotating ducts is
significant for engineers because of its potential applications
in industry, e.g., the cooling of turbine blades and electrical
machinery. Increasing the turbine entry temperature is espe-
cially required for improving the thermodynamic efficiency and
reducing the specific fuel consumption of advanced gas turbine
engines. On the other hand, the torque output of electrical ma-
chinery is increased via increases in the electrical and magnetic
loadings, and consequently, more heat is generated in the stators
and rotors of the machine. Since high operating temperature
environments can potentially cause material degradation in insu-
lation and rotating components, and excess ohm loss in electri-
cal conductors, investigations to obtain effective convective
cooling systems by channeling compressor-bled air into a rotat-
ing component for removing the excess heat are increasingly
important.

Inside a radially rotating heated duct, the flow structure is
simultaneously influenced by the cross-stream secondary flow
induced by the Coriolis force and the radial secondary flow
induced by the centrifugal-buoyancy force. As a result, the flow
heat transfer can be affected not only by the main flow strength
and direction, the rotational speed, and geometry of the duct,
but also by differences over the leading edge, trailing edge, and
side walls. Predicting the rotating effects on heat transfer re-
mains challenging as the complexity of flow expands and the
interaction of the flow variables mingles.

Obtaining an approximate perturbation series solution, Barua
(1955) showed that two counterrotating vortices induced by the
Coriolis acceleration appear symmetrically in a rotating duct.
Johnston et al. (1972) used both the dye and the hydrogen-
bubble visualization methods to investigate the effects of rota-
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tion on the fully developed turbulent channel water flow. The
results demonstrated that rotation may induce the instability of
the flow to large-scale disturbances on the trailing edge but
suppress turbulent transition on the leading edge for the outward
flow. Morris and Ayhan (1979, 1982) reported that the centrifu-
gal buoyancy increases the heat transfer rate for the inward flow
but decreases it for the outward flow in a radially rotating circu-
lar passage. Clifford et al. (1984) experimentally observed that
the Coriolis acceleration has a beneficial influence on the mean
heat transfer of low Re turbulent range in an isosceles triangular
channel. Also, increasing buoyancy reduces the heat transfer
for the radially outward flow when Re < 30,000. Harasgama
and Morris (1988) experimentally studied the heat transfer char-
acteristics of circular, triangular, and square-sectioned coolant
passages. The results indicated that the increasing buoyancy
decreases the mean heat transfer for radially outward flow, but
it generally increases the mean heat transfer for the radially
inward flow. Guidez (1989) reported that the Coriolis force
induced secondary flow causes a global augmentation of the
heat transfer coefficient for the radially outward turbulent flow.
Locally, along the trailing edge the heat transfer increases
strongly; on the contrary, along the leading edge it decreases
slightly.

Hwang and Soong (1989), and Soong et al. (1991) per-
formed heat transfer measurements on radially outward flows
in rotating isothermal rectangular ducts for aspect ratios of 0.2,
0.5, 1.0, 2.0, and 5.0, and Re = 700 ~ 20,000. The heat transfer
enhancement due to rotation was found, especially for the aspect
ratio of 1.0. Wagner et al. (1991a, b) investigated the local
heat transfer of radially outward and inward flows in rotating
serpentine passages with uniform wall temperature. The buoy-
ant flow is found to be favorable for the heat transfer on both
the trailing and leading edges. However, the increase in the heat
transfer for the inward flow was relatively less than that for the
outward flow. Morris and Ghavami-Nasr (1991) observed that
centrifugal buoyancy improves the heat transfer on trailing and
leading edges for radially outward flows in a rotating rectangular
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duct for Re = 10,000 ~.25,000. Han and Zhang (1992) and Han
et al. (1993) revealed the effects of uneven wall temperature on
heat transfer in a rotating two-pass square channel with smooth
walls. The results suggested that the effect of uneven wall tem-
peratures on local heat transfer coefficients in the second chan-
nel (inward flow) is greater than that in the first channel (out-
ward flow).

There are significant discrepancies of these measurement re-
sults. The different experimental conditions, including rota-
tional speeds, flow regimes, channel dimensions, and tempera-
ture differences may be responsible for the scattering of these
results. Generally speaking, the results show that the Coriolis
force generates a pair of vortices formed as cross-stream sec-
ondary flows, which give additional mixing to the main flow
and consequently enhance the convective heat transfer. In a
radially outward flow the Coriolis force strongly enhances the
heat transfer on the trailing edge. But this trend is reversed in
a radially inward flow because of the reverse direction of the
Coriolis-induced cross-stream secondary flow. Since in a radi-
ally rotating heated passage, significant density gradients of
flow can arise due to high rotational speeds and high wall-to-
coolant temperature differences, the rotating buoyancy is pres-
ent under these operating conditions, The direction of this buoy-
ancy free convection flow is opposite to the main flow direction
in a radially outward-flowing passage but is the same as the
main flow direction in a radially inward-flowing one. The rotat-
ing buoyancy on heat transfer obviously depends on the main
flow direction.

The objectives of this study were to investigate the rotation
effects with varying throughflow Reynolds numbers and the
influence of flow direction on the local heat transfer in a radially
rotating square duct. The test sections with light weight and
high strength were built to obtain higher rotational speed and,
as a result, to manifest the rotation effect on the convective heat
transfer. The channel with small hydraulic diameter, D, = 4
mm, was constructed in the experiments to meet the cooling
channel size requirement in a real engine, and for easily ob-
taining a higher wall-to-coolant temperature difference when
the centrifugal-buoyancy effect was concerned. The four duct
walls were made of low-conductivity material and heated sepa-
rately with stainless-steel film heaters in order to suppress the
circumferential wall heat conduction and measure the local heat
transfer coefficients along the leading edge, trailing edge, and
two side walls. An attempt to correlate the heat transfer results
will be made. The discrepancies of the heat transfer data in
literature are also explained and clarified.

Nomenclature

Force Diagram
pﬂzz PQZZ

ey 20Q0W

2
o 20Qw 1" oy
2pQv , dx
Leading z z Cooling air
edge ‘ Trailing edge
[
T Axial velocity
> | profile
1|
Cross-stream {
Ay secondary flow|
g /—
Cooling air
Y Y
X #7xis of rotation X

Radially outward flow Radially inward flow

Fig. 1 Physical notations and coordinate system

Governing Parameters

The velocity profiles and coordinates, shown in Fig. 1, illus-
trate the effects of the rotation-induced secondary flow on the
forced convection for outward and inward air flows in a radially
rotating heated square duct. From the force diagram, the domi-
nant forces due to rotation are the force vectors of 2pQW and
p§Y*Z because of W Vand Z > X and Y. The Coriolis force
2pQW, which induces a cross-stream secondary flow, distorts
the axial velocity profile and moves the point of maximum
velocity toward the trailing edge for the outward flow but toward
the leading edge for the inward flow. On the other hand, the
centrifugal buoyancy force p{2°Z accelerates the less dense air
near the heated wall toward the rotation axis for both the out-
ward and the inward flows.

A dimensional analysis of the flow governing equations re-
veals that the heat transfer coefficient of the radially rotating
duct is influenced by the operating parameters (Morris and
Ayhan, 1979) as shown in the following form:

Nug = f(Re, Reg, Ra, Pr, L/D,, R/D,, z/D,) (1)

where the definitions of these dimensionless parameters are

¢, = specific heat of air, J/kg-°C
Dy, = hydraulic diameter, mm
h = heat transfer coefficient = g,/
(T, — Tp), W/m*-°C
k.. = thermal conductivity of air,
Wim-°C
K, = wall conduction parameter based
on channel air pure heat conduc-
tion
K, = wall conduction parameter based
on channel air mixed convection
k,, = thermal conductivity of wall,
W/m-°C
L = actively heated length of duct, mm
M = Mach number
Nu = Nusselt number = AD,/k,;,
Nu, = Nusselt number for nonrotating
condition
Nug, = Nusselt number for rotating con-
dition

mm

T,]1Pr
Ra/Re?
oWoDy/
p QD 1

QD /W,
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Pr = Prandtl number = ¢, u/ky;,
gner = net wall heat flux, W/m?
R = mean rotation radius = Z, + L/2,

Ra = rotational Rayleigh number =
Ro’Re?(e + z/D) (T, — T,)/

Ra* =rotational buoyancy parameter =
Re = throughflow Reynolds number =
Reg = rotational Reynolds number =
Ro = rotation number = Reg/Re =
t = duct wall thickness, mm
T, = bulk temperature of air, °C

T,,; = bulk temperature of inlet air, °C
T, = bulk temperature of outlet air, °C

T, = recovery temperature of air,
0,

T,, = duct wall temperature, °C
U, V, W = velocity components in x, y,
and z directions, respectively,
m/s
Wy = mean air velocity, m/s
X, Y, Z = system coordinates, mm
x, ¥, z = local coordinates for outward
flow passage, mm
X, ¥, T = local coordinates for inward
flow passage, mm
Z, = distance between rotating
axis and heated duct, mm
7y = temperature recovery factor
€ = eccentricity = Z,/D,
w1 = air dynamic viscosity, kg/
m-s
p = air density, kg/m?
1 = rotational speed, rad/s
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Table 1 Ranges of the experimental variables and the nondimensional
parameters

VARIABLES RANGES RANGES
FLOW DIRECTION RADIALLY QUTWARD FLOW RADIALLY INWARD FLOW
pm 0, 500, 1000, 1500, 2000, 3000 0, 500, 1000, 1500, 2000
To,o - T, {0C) 15, 30, 45 15,30
Tw (°C) 40-130 40-120
2D (or Z/Dh) 25,10.0,17.5,25.0 5.0,125, 200, 27.5
Pr 0.72 072
Re 1000, 2300,-4000, 8200, 10000, 15500 | 1000, 2300, 3000, 4000, 7000, 10000
Reqy 5§3.4,106.8, 162.2, 214.0, 3204 56.6, 120.0, 164.5, 217.2
Ro 0-032 0-019
Ra' 0-05 0-0.12

listed in the nomenclature. In the present study, air with Pr =
0.72 was chosen as the coolant fluid. The ratio of the heated
length to hydraulic diameter L/D, of 30 and the ratio of the
mean rotation radius to hydraulic diameter R/D, of 45 were
also fixed. In addition, the value L/D, = 30 is large enough to
neglect both the axial viscous and conduction effects, and R/
D, = 45 is also large enough to omit the effect of radius which
appears only near the center of rotation. It is expected that the
results obtained here may be applicable generally to the other
cases for large L/D, and R/D,,. Thus Eq. (1) is reduced to

Nug/Nu, = f(Re, Ro, Ra*, z/D,) (2)

where the heat transfer results due to rotation are presented by
the ratio of the rotating Nusselt number Nug, to the nonrotating
Nusselt number Nu,. The Reynolds number Re indicates the
forced convection effect; the rotation number Ro = Re Reg/
Re?, a ratio of the relative strength of the Coriolis force to the
inertia force, represents the effect of the Coriolis force on the
main flow forced convection; the rotational buoyancy parameter
Ra* = Ra/Re?, a ratio of relative strength of centrifugal buoy-
ancy force to the inertia force, denotes the effect of centrifugal-
buoyancy force on the forced convection. All the thermophysi-
cal properties needed in calculating these parameters were eval-
uated at the corresponding bulk temperature 7,.

For scaling the effects of rotation and deducing the heat
transfer from the experimental data, nondimensional parameter
groups were applied. Table 1 depicts the ranges of the experi-
mental variables and the nondimensional parameters used in the
present study. Due to the limitation of the pressure difference
between the atmosphere and the centrifugal pump, it was diffi-
cult to obtain the same range of flow for a high rotation speed.
Therefore, for the inward flow cases, compared with the outward
flow cases, the Reynolds number was limited to 10,000 with
rotational speed of 2000 rpm.

Experimental Facilities and Test Procedure

The experimental setup, also shown in previous work (Kuo
et al., 1993), consists of four major parts: an air compressor or
a centrifugal pump, two test sections, one electric motor with
speed controller, and a data acquisition system. For the outward
flow experiment, air was supplied from a compressor through
flow meters, ranging from 0.2 to 8.0 m*/h for indicating the air
flow rate, and a rotary seal assembly to the test section. For
the inward flow experiment, a centrifugal pump instead of a
compressor was used to draw coolant from the atmosphere to
the test section. Note that a bell-mouth entrance was designed
for the outward flow passage, but a sharp-edged entry was em-
ployed for the inward flow passage.
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Fig. 2 Details of the test section
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For deliberately suppressing the circumferential wall heat
conduction and distinguishing the local heat transfer rate on
each duct wall, low thermal conductivity material of fiberglass-
reinforced plastic was employed to construct the duct wall with
smooth interior surfaces. Four pieces of 0.01-mm-thick stain-
less-steel film heaters with dimensions of 4 X 120 mm?, heated
by electrical power supplies through slip-rings, were plated sep-
arately on the four duct wall surfaces. A T-type thermocouple
was located at the duct inlet for measuring the inlet bulk temper-
ature of air. A mixing chamber installed with staggered rod
bundles for providing a well-mixed condition was attached to
the exit plane for monitoring the outlet bulk temperature. At a
certain location, the local regional average temperature on each
wall was read by a thermocouple firmly soldered to a 0.5-mm-
thick copper block with dimensions of 3.8 X 2 mm?. The copper
block was directly glued to the back of a film heater. Note that
the copper blocks are electrically isolated from the film heater.
Further constructional details of the test section are shown in
Fig. 2.

Morcos and Bergles (1975), Hwang and Chou (1987), and
Chen and Hwang (1989) proposed the wall heat conduction
parameters K, and K, to analyze the duct wall thermal boundary
conditions, i.e.,

Kp = (kwt)/(knirDh) (3)

is the ratio of wall heat conduction and air pure conduction
inside a duct; and

K} = (k,t)/(hD}) (4)

is the ratio of wall heat conduction and air mixed convection
inside a duct.

Table 2 gives the estimated K, and K values for the fiber-
glass duct wall, the film heater, and the copper block. Because

Table 2 Estimation of the values of the wall conduction parameters

W | ¢ Kp Ky
MATERIAL . - REMARKS
e | () | fsstongt | ot s

FIBER GLASS 0.048 | 30 1.199 0.1199 WALL INSULATION

STAINLESS FILM

HEATER 16.3 0.01 1.357 0.1367 WALL INSULATION
REGIONAL AVERAGE

COPPERBLOCK | 111.0 0.5 462.0 46.2 WALL TEMPERATURE

*Air thermal conductivity kgjr = 0.03003 W/m@C.

**The Nusselt number assumed for mixed convection is 10.
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K < 1.0 for the fiberglass-reinforced plastic and the film heater,
both of them can be treated as a material similar to the insulator.
When the heater is supplied with electrical power, a boundary
condition of nearly uniform heat flux can be achieved. On the
other hand, the high X, and K, of the copper block make the
thermocouple readings in the block the regional average ones.

The test section had an actively heated length of 120 mm, a
mean rotation radius of 180 mm, and a relatively small hydraulic
diameter of 4 mm. This gave a relatively large ratio of actively
heated length to hydraulic diameter of 30, which covered most
of the laminar flow entrance region and both the turbulent flow
entrance and the fully developed regions. The ratio of mean
rotation radius to hydraulic diameter was 45, which was also
reasonably large as compared with the value in a gas turbine
and an electrical machine.

The test section assembly was encased in an oval aluminum
tube for reducing the aerodynamic drag in the rotating condition,
The internal void space was filled with insulating ceramic fiber,
and the assembly was subsequently bolted perpendicular to the
rotating shaft. The whole model, which was driven by an electric
motor controlled by adjusting the electric current frequency
from an inverter, was installed in a test cell enclosed by a
support frame with three safety glass plates and two ventilation
openings. The rotational speed was detected by a photo-electric
tachometer. At the other end of the shaft, another slip-ring was
applied for transmitting the detected data from the thermocou-
ples to a recorder.

Data Reduction

In an experiment with either a large flow rate or a large
rotational speed, a compressibility correction for the measured
temperature of coolant flow was performed. By denoting 7, as
the measured recovery temperature and 7', is the measured wall
temperature, the fluid temperature and the wall temperature may
be corrected by both the effects of flow speed and the rotational
potential: ‘

_ 2
T=T,/(1 +/c___1_7M2)__(_Z_(2_) (5)
2 2¢,
2
T, =11 - Z° 6)
2¢c,

where ¢, is the constant-pressure specific heat, & the specific
heat ratio, and y the temperature recovery factor. The values
of  for different flow regimes are (Schlichting, 1979):

v = Pr'* for laminar flow

1/3

v =Pr for turbulent flow

For instance, a maximum temperature correction of 2.5°C was
found for Re = 15,500 (M = 0.15) and 1.5°C for Q = 315
rad/s (3000 rpm) in the outward flow case. In calculating the
Nusselt number, the term (Z€2)?/2c¢, is canceled between the
fluid and wall temperature. But this correction does affect the
thermal energy gain of the air flow passing through the channel,
or the thermal energy transferred through the wall. Although
the rotational potential is just a small correction in temperature
measurement for rotation speed of 3000 rpm, it may be 100
times larger for rotation speed of 30,000 rpm in a real engine.

At a certain axial location, the heat transfer coefficient 4, was
evaluated as the ratio of the net wall heat flux g, to the
temperature difference between the wall temperature T,,, and
the coolant bulk temperature T}, ., i.e., b, = Guero/ (T — T ).
The net wall heat flux from the duct walls to the air flow was
obtained by subtracting the external heat loss from the electric
power supplied to the film heaters. The external heat loss includ-
ing the axial conduction and radiation, estimated by means of
measuring wall temperature over ranges of heater power setting
and rotational speed under no-flow condition, was attributed to
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Fig. 3 Heat transfer distributions in nonrotating experiments: (a) turbu-
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both conduction from the heated test section to the model sup-
port structure and convection to the ambient air in the test
cell. The no-flow condition was achieved by filling insulation
material inside the square duct of the test section. Based on an
energy balance, the coolant bulk temperature along the main
flow direction was determined by marching from the inlet value
to the downstream direction by calculating the net heat flux
added to the coolant. Note that when the marching procedure
was executed at the outlet the accumulation effect of the term
(ZQ)?/2¢, in Eq. (5) should be taken to compare the calculated
and measured exit temperature.

The root-sum-square method introduced by Kline and
McClintock (1953) for uncertainty analysis showed in the pres-
ent study that the estimated uncertainties in the rotational Nus-
selt number were mainly attributed to the local wall-to-coolant
temperature difference (~75 percent) and the net heat flux
added to coolant (~20 percent) from each wall. Uncertainty in
the Nusselt number increases with the decrease in either the
wall-to-coolant temperature difference or the net heat flux. The
measured raw variable and its uncertainty can be expressed as
X, = X; (measured) + 8X; where the best estimate of X; is X;
(measured), and an uncertainty in X; may be as large as 6X;.
It is found that the uncertainties in the Nusselt number were
less than 15 percent for ranges of parameters under study. When
the Reynolds numbers were greater than 10,000, the values of
the uncertainties were all less than 9 percent.

Results and Discussion

For simplifying the construction of the test section, the ther-
mocouples were only installed on two adjacent walls of the duct.
By rotating the radial duct in clockwise and counterclockwise
directions, the temperature data on the four duct walls were
obtained. The experiments without rotation were first conducted
to determine the nonrotating Nusselt number Nu, distributions
along the four duct sides for both the outward and the inward
flows. Figure 3 gives the results, which are compared with the
Dittus—Boelter (1930) correlation for the turbulent flow regime
and the Perkins et al. (1973) correlation for the laminar flow
regime. These corresponding correlations are:

Dittus—Boelter (1930)
Nup = Nugsp[1.0 + 2.0/(2/Dy)] (7)

for z/ D, = 10.0, where Nugzp = 0.023 Re®®Pr®* is for the fully
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developed turbulent flow in a circular duct with uniform wall
temperature.

Perkins et al. (1973)
Nuy = 1/[0.277 — 0.152 exp(—38.64)] (8)

where 6 = z/D,RePr = 0.005 for a square duct with a uniform
wall heat flux.

For higher Reynolds numbers, Fig. 3 (a) shows that the val-
ues of Nu, along the streamwise direction are approximately
10 percent within the results of Dittus—Boelter (1930). Near
the duct exit, the measured wall temperature was lower in the
experiment than that with the ideal thermal boundary condition
of uniform heat flux; therefore, a higher Nu, was observed. This
is affected by the discontinuity of the uniform heat flux thermal
boundary condition at the exit. For low Reynolds numbers, Re
= 1000 and 2300, Fig. 3(») indicates that the inward flow Nu,
is relatively higher than that of the outward flow Nu,, and the
measured values are higher than the laminar correlation. This
is because: (1) the entry flow effect—the outward flow having
a 90 deg turn before the bell-mouth entrance and a leading
length, which may result in a swirl flow motion and a higher
Nu, than that of a pure laminar flow in the entrance region—
is observed. However, the inward flow with a sharp-edged entry
could create flow separation and causes more disturbed flow
over the entire duct length. As a result, the inward flow heat
transfers are higher than the outward flow heat transfers. (2)
The higher heat transfer results are also attributed to the axial
conduction of heat on the duct walls. In addition, a higher Nu,
near the exit for the laminar inward flow is due to a larger axial
conduction heat loss near the rotation axis for the inward flow
than the axial conduction heat loss near the outer end region
for the outward flow. Note that the error bars of the measured
data are within 10 percent.

When the flow passage is rotating, the typical distributions
of local wall-to-bulk temperature along the test section for the
inward and the outward flows are illustrated in Fig. 4. It is
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revealed that for the outward flow the temperature on the leading
edge is relatively higher than that on the trailing edge; on the
other hand, for the inward flow this trend is reversed. It is also
found that the variations of the wall temperatures on the side
walls are always between the values on the leading and trailing
edges for both the outward and inward flows. Due to the extra
heat loss at both ends of the channels for both the outward and
the inward flows, the curves of temperature distributions bend
at both ends. A greater temperature drop near exit for the inward
flow is observed due to the larger conduction heat loss near the
rotation axis, as mentioned previously. It is also observed in
this figure that the heat flux increases the difference between
the wall temperature and the bulk temperature.

Using the Nusselt number ratio Nug/Nug, Fig. 5 depicts the
heat transfer variations for the outward and the inward flows
with different throughflow Reynolds numbers and rotational
Reynolds numbers. The effects of the Coriolis and the centrifu-
gal buoyancy forces on the heat transfer for the outward and
the inward flows on the leading and the trailing edges are rather
complex, and an attempt is made here to explain the heat transfer
mechanism. The cross-stream secondary flow induced by the
parameter ReRey, may generally enhance the heat transfer on
the four duct walls. But the secondary flow moving toward or
away from the duct wall may further enhance or suppress the
wall heat transfer. The radial secondary flow induced by the
centrifugal buoyancy near the heated duct wall accelerates the
main flow in the inward flow but decelerates the main flow in
the outward flow. Therefore, the heat transfer ratio may be
expressed qualitatively as follows:

Re RCQ +

Nug
e 2
Re?

NU()

Re Reg
+
Re?

Ra
= “Re?

=1+C1 (9)

where ¢, ¢;, and ¢; are some positive values, which should be
functions of z/D, and may vary for different parameters. c,
signifies the general heat transfer enhancement on the four duct
walls. = ¢, are for the duct wall facing and opposing the second-
ary flow, respectively. *c¢, are for the effect of centrifugal
buoyancy for the inward and outward flows, respectively. Since
the trailing edge for the outward flow and the leading edge for
the inward flow are the walls facing the cross-stream secondary
flow, they have the largest heat transfer enhancement among
those on the four duct walls. Because of +¢; Ra/Re? for the
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Fig. 6 Ro effects on heat transfer along streamwise direction

inward flow, all the heat transfer on the four walls is enhanced,
i.e., Nug/Nu, > 1.0 as shown in Fig. 5(b), regardless of —c,
ReReq/Re? for the trailing edge. The terms (¢, — ¢,) Re Reg/
Re? — c;Ra/Re” for the outward flows and the leading edge
give only a little heat transfer enhancement for Re = 1000 and
2300 and z/D,;, = 10 or even suppress the Nug/Nu, for Re =
4000. This yields a larger difference between the Nug/Nu, of
the trailing and leading edge for the outward flow than that for
the inward flow. At large Reynolds number, the rotation number
was too low to have a substantial effect on heat transfer as
shown in Fig. 5 and Eq. (8). Note that all the curves of Nug/Nu,
bend near the exit because of a higher stationary Nu, observed in
that region.

To examine the effect of the Coriolis-induced cross-stream
secondary flow on the heat transfer at selected local positions,
Fig. 6 discloses the variations of the Nusselt number ratio with
the rotation number along with a comparison with the experi-
mental results of radially outward flow from Han and Zhang
(1992). The results of outward flow show that both the trailing
edge and leading edge Nusselt number ratios of the present
study at z/D, = 10.0 agree fairly well with those of Han and
Zhang (1992) at z/D, = 9.0 and 11.0 under the following
conditions: Ro calculated at rotational speeds of 400 and 800
rpm, Re between 2500 and 25,000, R/D,, = 30, and D, = 12.7
mm. The present data are based on: Ro calculated at rotational
speeds of 500, 1000, 1500, 2000, and 3000 rpm, Re between
1000 and 15,500, R/D, = 45, and D, = 4.0 mm. This indicates
that Ro is indeed an important parameter in rotating heat transfer
and a higher value can be obtained by either increasing the
rotational speed or decreasing the Reynolds number. The results
in Fig. 6 also reveal that for a higher rotation number, the heat
transfer enhancement is considerably greater than that for a low
rotation number because of the corresponding higher strength
of the Coriolis-induced cross-stream secondary flow for the
case of high rotation number. In the entry region the observed
enhancement in heat transfer for the present developing flow is
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less than that of larger z/D;. These results are consistent with
the experimental data of Metzger and Stan (1977) for entry
region heat transfer in rotating radial tube. For the inward flow,
as expected, the leading edge shows the largest heat transfer
enhancement because of the combined positive effects of Cori-
olis and centrifugal buoyancy forces. The data on the trailing
edge are also higher than 1.0 at all positions and close to those
of leading edge, as observed in Fig. 6 of Han et al. (1993).
This is not the same as that for the outward flow. In the outward
flow Nusselt number ratios less than 1.0 are observed at z/D,
= 2.5 on the leading edge due to both the negative centrifugal-
buoyancy effect and the negative cross-stream secondary flow
effect.

By definition the rotational buoyancy parameter is affected
by the rotation number, the wall-to-coolant temperature, the
eccentricity, and the local positions. In the heated rotating duct
the centrifugal acceleration causes less dense fluid to move
toward the axis of rotation, and generates radial secondary
flows, which have a significant influence on the heat transfer. To
highlight the salient feature of the centrifugal-buoyancy radial
secondary flow, the outlet-to-inlet bulk temperature differences
T,o — T, = 15.0, 30.0, and 45.0°C for the outward-flowing
passage and T, o — T}, = 15.0 and 30.0°C for the inward-flowing
passage were selected while the other operating parameters were
held constant during the measurement. Figure 7 illustrates the
variations of Nusselt number ratio with the rotational buoyancy
parameter at an axial location of z/D;, = 17.5. In the outward-
flowing passage the increasing outlet-to-inlet bulk temperature
differences made the Nusselt number ratios decrease at both the
trailing edge and leading edge for low Reynolds number flows
Re = 1000 and 2300, but for Re = 4000 the trend is reversed.
This may be due to the introduction of turbulence in the transi-
tional flow regime by the retarded centrifugal buoyancy force.
Then, the heat transfer variation is gradually diminished for
higher Reynolds numbers.

In the inward-flowing passage the heat transfer coefficients
always increase as the outlet-to-inlet bulk temperature differ-
ences increase. This is because the radial secondary flow in-
duced is in the same direction as the inward flow. These phe-
nomena can be found by analyzing mixed convection of the
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buoyancy-induced opposing and aiding flows in a vertical
heated tube with either constant wall temperature or uniform
wall heat flux (Abdelmeguid and Spalding, 1979; Buhr et al.,,
1974). As the rotational buoyancy parameter in the outward
flowing passage increased, suppression of heat transfer was ob-
served by Morris and Ayhan (1979), Clifford et al. (1984),
Harasgama and Morris (1988), and Soong et al. (1991); on
the other hand, increased tendencies toward heat transfer were
found by Wagner et al. (1991a, b), Morris and Ghavami-Nasr
(1991), and Han and Zhang (1992). The opposite trend may
be due to the increase of turbulent shear stresses near the duct
wall by flow deceleration, as explained previously.

It is extremely difficult to correlate the complex behavior of
the heat transfer characteristics of the four duct walls with vary-
ing Re, Ro, Ra*, and z/D, as shown in Eq. (2). As seen in
Fig. 6 that the dependence of Re on the Nusselt number in the
range of Re = O(10® ~ 10*) is only 5 percent difference in
rms, and the dependence of Ra* on the Nusselt number is
also 7 percent in rms, as shown in Fig. 7. Therefore, one may
drastically simplify the correlation to the form Nug/Nu, = f
(Ro, z/D,). Furthermore, on closer examination of Nug/Nu, in
Figs. 5 and 6, it may be seen that Ro and z/D, show similar
effects on the enhancement of the Nusselt number ratios. Thus,
one may try to use the product Ro- z/D, for the correlation.
The results are shown in Fig. 8. Four second-order polynomials
with the variable Ro - z/D, are used for the leading and trailing
edges of the outward and inward fiows. The ranges of the vari-
ables used for the correlations and the maximum rms errors of
the correlating and test data to the correlations are also described
in the figure. The maximum rms differences between the corre-
lation and the present data are quite small in both outward and
inward flow. The differences compared with the data of Wagner
et al. (1991a, b) may be due to the different thermal boundary
condition used.

Concluding Remarks

The investigation has presented the rotation effects with vary-
ing throughflow Reynolds numbers of radially outward and in-
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ward flows on the local heat transfer in a rotating square duct.
A high rotational speed test section with light weight and high
strength was built for measuring the effects of rotation on the
convective heat transfer in laminar, transitional, and turbulent
flow regimes. The duct walls were constructed of low-conduc-
tivity material and heated by film heaters of 0.01 mm thickness
for distinguishing the local average heat transfer performance
on each wall and for achieving the required uniform wall heat
flux boundary condition. The results obtained in the experiments
are as follows.

1 Near the duct exit, the measured wall temperature was
lower in experiment than that with the ideal thermal boundary
condition of uniform heat flux; therefore, a higher Nu, was
observed. This is affected by the discontinuity of the uniform
heat flux thermal boundary condition at the exit.

2 The rotation effect can be expressed by

Re Reg - &

Nug,
Re? ~ O Re?

Nuo

Re Reg, .

=1+c *c
1 Rcz 2

where ¢,, ¢,, and ¢, are some positive values that should be
functions of z/D, and may be varying for different parameters.
¢, signifies the general heat transfer enhancement on the four
duct walls. ¢, are for the duct wall facing and opposing the
secondary flow, respectively. = c; are for the effect of centrifu-
gal buoyancy for the inward and outward flows, respectively.

3 The heat transfer ratios were correlated to second-order
polynomials with the variable Ro - z/D, for the leading and the
trailing edges of the outward and the inward flows. The ranges
of the variables used for the correlations and the maximum rms
errors of the correlating and test data to the correlations are also
described.

Acknowledgments

The authors wish to express their appreciation to the National
Science Council, Taiwan (Grant No. NSC-81-0401-E007-04),
for their encouragement and financial support of this work.

References

Abdelmeguid, A. M., and Spalding, D. B., 1979, ““Turbulent Flow and Heat
Transfer in Pipes With Buoyancy Effects,” Journal of Fiuid Mechanics, Vol. 94,
pp. 383-400.

Barua, S. N., 1955, “‘Secondary Flow in a Rotating Straight Pipe,”’ Proc. Royal
Soc. London, Vol. 227 A, pp. 133-139.

Bubhr, H. O., Horsten, E. A., and Carr, A. D., 1974, *‘The Distortion of Turbulent
Velocity and Temperature Profiles on Heating for Mercury in a Vertical Pipe,”
ASME JOURNAL OF HEAT TRANSFER, Vol. 96, pp. 152-158.

Chen, R. S., and Hwang, G. J., 1989, “‘Effect of Wall Conduction on Combined
Free and Forced Laminar Convection in Horizontal Tubes,”” ASME JOURNAL OF
HEeAT TRANSEER, Vol. 111, pp. 581-585.

Clifford, R. J., Harasgama, S. P., and Morris, W. D., 1984, ‘‘An Experimental
Study of Local and Mean Heat Transfer in a Triangular-Sectioned Duct Rotating
in the Orthogonal Mode,”” ASME Journal of Engineering for Gas Turbines and
Power, Vol. 106, pp. 661-667.

Dittus, F. W., and Boelter, L. M. K., 1930, ‘‘Heat Transfer in Automobile
Radiators of the Tubular Type,”” University of California Publications in Engi-
neering, Vol. 2, No. 13, pp. 443-461, reprinted in Int. Comm. Heat Mass Transfer,
Vol. 12, 1985, pp. 3-22.

Guidez, J., 1989, ‘“Study of the Convective Heat Transfer in a Rotating Coolant
Channel,”” ASME Journal of Turbomachinery, Vol. 111, pp. 43-50.

Han, J. C., and Zhang, Y. M., 1992, “*Effect of Uneven Wall Temperature on
Local Heat Transfer in a Rotating Square Channel With Smooth Walis and Radial
Outward Flow,”” ASME JOURNAL OF HEAT TRANSFER, Vol. 114, pp. 850-858.

Han, J. C., Zhang, Y. M., and Kalkuehler, K., 1993, *‘Uneven Wall Temperature
Effect on Local Heat Transfer in a Rotating Two-Pass Square Channel With
Smooth Walls,”” ASME JOURNAL OF HEAT TRANSFER, Vol. 115, pp. 912-920.

Harasgama, S. P., and Morris, W, D., 1988, *“The Influence of Rotation on
the Heat Transfer Characteristics of Circular, Triangular, and Square-Sectioned
Coolant Passage of Gas Turbine Rotor Blades,”” ASME Journal of Turbomachin-
ery, Vol. 110, pp. 44-50.

Hwang, G. J., and Chou, F. C,, 1987, ““Effect of Wall Conduction on Combined
Free and Forced Laminar Convection in Horizontal Rectangular Channels,”
ASME JOURNAL OF HEAT TRANSFER, Vol. 109, pp. 936-942.

Hwang, G. J., and Soong, C. Y., 1989, ‘‘Experimental Automation and Heat
Transfer Measurement on a Rotating Thermal System,”” Transport Phenomena

FEBRUARY 1996, Vol. 118 / 29

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



in Thermal Control, G. J. Hwang, ed., Hemisphere Publishing Corp., New York,
pp. 375-388,

Johnston, 1. P., Halleen, R. M., and Lezius, D. K., 1972, “‘Effects of Spanwise
Rotation on the Structure of Two-Dimensional Fully Developed Turbulent Chan-
nel Flow,”” Journal of Fluid Mechanics, Vol. 56, Part 3, pp. 533-557.

Kline, S. J., and McClintock, F. A., 1953, ‘‘Describing Uncertainties in Single
Sample Experiments,”’ Mechanical Engineering, Vol. 75, Jan., pp. 3-8.

Kuo, C. R., Chen, J. L., and Hwang, G. J., 1993, ‘‘Experimental Study of
Convective Heat Transfer in a Radially Rotating Square Duct With Uniform Wail
Heat Flux and Inward Flow,”” ASME Paper No, 93-WA/HT-54.

Metzger, D. E., and Stan, R. L., 1977, *‘Entry Region Heat Transfer in Rotating
Radial Tubes,”’ AIAA Paper No. 77-189.

Morcos, S. M., and Bergles, A. E., 1975, ‘Experimental Investigation of Com-
bined Forced and Free Laminar Convection in Horizontal Tubes,’” ASME JOUR-
NaL OF HEAT TRANSEER, Vol. 97, pp. 212-219.

Morris, W. D., and Ayhan, T., 1979, ‘‘Observation on the Influence of Rotation
on Heat Transfer in the Coolant Channels of Gas Turbine Rotor Blades,”” Proc.
Inst. Mech. Eng., Vol. 193, pp. 303-311.

Morris, W. D., and Ayhan, T., 1982, ‘‘An Experimental Study of Turbulent
Heat Transfer in the Tube Which Rotates About an Orthogonal Axis,”” presented at

30 / Vol. 118, FEBRUARY 1996

the XIVth ICHMT Symposium on Heat and Mass Transfer in Rotating Machinery,
Dubrovnik, Yugoslavia, Aug. 30—Sep. 3.

Morris, W. D., and Ghavami-Nasr, G., 1991, ‘‘Heat Transfer Measurements
in Rectangular Channels With Orthogonal Mode Rotation,”” ASME Journal of
Turbomachinery, Vol. 113, pp. 339-345.

Perkins, K. R., Shade, K. W., and McEligot, D. M., 1973. ‘‘Heat Laminarizing
Gas Flow in a Square Duct,”” International Journal of Heat and Mass Transfer,
Vol. 16, pp. 897-976.

Schlichting, H., 1979, Boundary Layer Theory, Tth ed., McGraw-Hill, New
York, pp. 335, 714.

Soong, C. Y., Lin, S. T,, and Hwang, G. J., 1991, ‘‘An Experimental Study of
Convective Heat Transfer in Radially Rotating Rectangular Ducts,”” ASME JOUR-
NAL OF HEAT TRANSFER, Vol. 113, pp. 604-611.

Wagner, J. H., Johnson, B. V., and Hajek, T. I., 1991a, ‘‘Heat Transfer in
Rotating Passages With Smooth Walls and Radial Outward Flow,”’ ASME Jour-
nal of Turbomachinery, Vol. 113, pp. 42-51.

‘Wagner, J. H., Johnson, B. V., and Kopper, F. C., 1991b, ‘‘Heat Transfer in
Rotating Serpentine Passages With Smooth Walls,”” ASME Journal of Turboma-
chinery, Vol. 113, pp. 321-330.

Transactions of the ASME

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Experimental Investigation of
Natural Convection Heat
Transfer in Volumetrically
Heated Spherical Segments’

F. J. Asfia
External cooling of a light water reactor vessel by flooding of the concrete cavity
B. Frantz with subcooled water is one of several management strategies currently being consid-
' ered for accidents in which significant relocation of core material is predicted to
occur. At present, uncertainty exists with respect to natural convection heat transfer
V. K. Dhir coefficients between the pool of molten core material and the reactor vessel wall. In

the present work, experiments were conducted to examine natural convection heat
transfer in internally heated partially filled spherical pools with external cooling. In
the experiments, Freon-113 was contained in a Pyrex bell jar, which was cooled
externally with subcooled water. The pool was heated using a 750 W magnetron
taken from a conventional microwave. The pool had a nearly adiabatic free surface.
The vessel wall temperature was not uniform and varied from the stagnation point
to the free surface. A series of chromel—alumel thermocouples was used to measure
temperatures in both steady-state and transient conditions. Each thermocouple was
placed in a specific vertical and radial location in order to determine the temperature
distribution throughout the pool and along the inner and outer walls of the vessel.
In the experiments, pool depth and radius were varied parametrically. Both local
and average heat transfer coefficients based on maximum pool temperature were
obtained. Rayleigh numbers based on pool height were varied from 2 X 10 10 1.1
X 10%. Correlations for the local heat transfer coefficient dependence on pool angle
and for the dependence of average Nusselt number on Rayleigh number and pool
depth have been developed.

Mechanical, Aerospace, and Nuclear
Engineering Department,

School of Engineering and Applied Science,
University of California, Los Angeles,

Los Angeles, CA 90024

1 'Introduction

The study of natural convection in volumetrically heated flu-
ids is of interest in many engineering applications. The particu-
lar area of interest in this study is that of post-accident heat
removal in nuclear reactors. Recently it has been suggested that
flooding of the cavity of a Pressurized Water Reactor (PWR)
or drywell of a Boiling Water Reactor (BWR) can be used as
a mitigating procedure to prevent reactor vessel melt through.
Thermal analyses carried out by Park and Dhir (1991) show
that significant deviations in the predicted temperatures of the
vessel head containing molten material can occur because of
uncertainties in the reported natural convection heat transfer
results obtained from numerical models and correlations. At
present, no data are available at high Rayleigh numbers of inter-
est for the calculation of natural convection heat transfer in the
molten pool.

The earliest study of natural convection in volumetrically
heated layers is that of Kulacki and Goldstein (1972). In their
experiments, the fluid layer was bounded by two isothermal
upper and lower plates held at a constant temperature and four
insulated side walls. The Rayleigh numbers covered a range of
1.28 X 10* =< Ra = 2.42 x 107, Heat transfer data were obtained
using interferograms and included the laminar, transition, and
turbulent regimes of natural convection. Upon examination of
the temperature field, they discovered the existence of cellular
structures in the upper portion for the laminar regime (Ra =
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6.4 X 10°). The area occupied by the cells decreased with
increasing Rayleigh numbers until the cells were nonexistent in
the turbulent regime. In this regime, the temperature field con-
sisted of an isothermal central region bounded by a thin, unsta-
ble upper boundary layer and a wider, more stable lower bound-
ary layer. The energy transport at the upper bounding surface
was found to be much higher than that on the lower surface.

Subsequently, Kulacki and Emara (1975) conducted natural
convection experiments in a horizontal fluid layer bounded from
above by a plate held at constant temperature and from below
by an insulated plate. For this set of boundary conditions, heat
transfer data were obtained for Rayleigh numbers up to about
2 X 102, For Prandtl numbers varying from 2.75 to 6.85 the
data were correlated as

Nuypper surface = 0.403 Ra 0226 )

However, when explicit dependence of Nusselt number on
Prandtl number was considered, the data were correlated as

Nutypper surtace = 0.233 Ra%%®3 pr0239 2)

Nusselt and Rayleigh numbers were defined based on the height
of the rectangular cavity.

Later, Min and Kulacki (1978) performed the same type of
experiment but with the exception that the fluid layer was
bounded from below by a spherical segment rather than a hori-
zontal plate. Aspect ratio, defined as L/D, where L is the depth
of the fluid layer and D is the diameter, was found to play an
important role in determining the relationship between Nusselt
and Rayleigh numbers. At low aspect ratios, the dependence of
Nusselt number on Rayleigh number was much weaker, which
corresponds to the theory that conduction is the primary source
of heat transfer. However, when they increased the aspect ratio,
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the Nusselt number versus Rayleigh number results approached
those for a horizontal fluid layer. This is due to the fact that as
the volume of fluid increases, the effects of the spherical bound-
ary diminish.

An experimental and numerical study of natural convection
in internally heated pools contained in rectangular and semicir-
cular cavities (trough) have been performed by Jahn and Rein-
eke (1974). In the experiments, holographic interferometry was
used to record the temperature field. The range of Rayleigh
numbers for the computed data was 5 X 10° < Ra =< 5 X 10%,
Jahn and Reineke found that for the rectangular cavity, the
temperature field showed the presence of nonuniform eddies in
the upper region of the pool with a stable and calm liquid layer
in the lower region. They concluded that for this particular
geometry, heat was transferred more effectively in the upper
region as opposed to the bottom portion. The results for the
semicircular cavity were similar to those for the rectangular
container in that the temperature fields in the upper and lower
regions exhibited almost the same type of behavior. The iso-
therm pattern for the curved region resembled that characteristic
of a cooled vertical wall. This pattern led to the conclusion that
the Nusselt number varied greatly along the cooled surface.
Nusselt number was highest at the equator and lowest at the
bottom. Numerical results were found to compare favorably
with the data.

Mayinger et al. (1976) numerically and experimentally ob-
tained the average heat transfer coefficient on the wall of a
rectangular and a semicircular cavity. They also used numerical
analysis to determine the average heat transfer coefficient on
the wall of a hemispherical and a vertical cylinder cavity. In
their numerical calculations, the wall temperatures were kept
constant. According to their work, for 7 X 10° =< Ra =< 5 X
104, the average heat transfer coefficients on the upper surface
and on the lower curved surface of the hemispherical pool were
found to be

— 0.2
Nuupper surface = 04 Ra

— 0.2
Nulower surface — 055 Ra

(3)
4

where Ra = gQ,R%/ k,va and Nusselt numbers are based on
the radius of curvature and the maximum temperature difference
within the cavity. It is somewhat surprising that according to
Eqs. (3) and (4), the average heat transfer coefficient on the
upper rigid surface is smaller than that on the lower curved
surface.

Very recently, Sonnenkalb (1994) has presented a report on
previous German research activities on natural convection in
volumetrically heated fluids. According to this report, Reineke

(1979) used numerical analysis to determine the average heat
transfer coefficient on the wall of a partially filled hemispherical
cavity with constant wall temperatures and obtained the follow-
ing correlations:

NUiower surface = 0.49 Ra>#(H/R)** 5)
Nulowar surface — 0.64 Rao‘ls(H/R)0429 (6)

where 107 = Ra =< 10'°. Both Nusselt and Rayleigh numbers
were defined in terms of maximum fluid level. It should be
noted that when for H/R = 1.0 Eq. (5) is extrapolated to Ra
= 10" (Rayleigh number of interest in nuclear reactor applica-
tions ), Nusselt numbers calculated from Eq. (4) are about two
times higher than those obtained from Eq. (5).

Gabor et al. (1980) present the only previous experimental
study in which natural convection in internally heated pools
has been studied experimentally for a spherical geometry. The
surface of the spherical containers was cooled and the surface
also served as one of the electrodes. A disk in the center, placed
near the pool free surface, served as the second electrode. This
arrangement of electrodes led to nonuniformity in the heating
process. In the experiments, Z,50,—H,0 pools were formed in
three sizes of hemispherical copper containers and pool depth
was varied parametrically. No attempt was made in the experi-
ments to calculate the variation of heat transfer coefficient along
the curved surface. The average heat transfer coefficient data
for 2 X 10" = Ra = 2 X 10" were correlated as

Nu = 0.55 Ra®P(H/R)! (7

The Nusselt and Rayleigh numbers were defined based on the
radius of curvature. It was noted that the highest temperature
occurred in the middle of the upper pool surface, which was
open to the atmosphere.

Although obtained under slightly different boundary condi-
tions, comparisons from predictions from Eq. (4) of Mayinger
et al. with Eq. (7) of Gabor et al. for H/R = 1.0 show that the
difference between heat transfer coefficients predicted from the
two correlations increases as the Rayleigh number becomes
large. For Rayleigh number of 10" (which is beyond the range
of the data for which the two sets of correlations were devel-
oped), the average heat transfer coefficient predicted from the
correlation of the Mayinger et al. is about ten times higher than
that obtained from the extension of the correlation of Gabor et
al. Also Eq. (7) gives a much different dependence of Nusselt
number on the pool height than that given by Reineke (1979),
Egs. (5) and (6).

From this discussion, it is clear that significant uncertainty
exists in the magnitudes of heat transfer coefficients predicted

H/R =02
H/R < 0.2

Nomenclature

A = wetted surface area, m?
¢, = specific heat, kI/’kg K
g = gravitational acceleration, m/s>
H = pool depth, m
h(#) = time-averaged local heat transfer
coefficient, W/m? K
h = time-averaged heat transfer coef-
ficient, W/m? K
., = time and area-averaged heat coef-
ficient, W/m? K
k = wall thermal conductivity,

W/m?

t = time, s
V = volume

O, = volumetric heat generation rate,

Ra = Rayleigh number = gBQ,H/k,va
R = inner radius, m
R. = equivalent radius corresponding to
pool volume, m
r = radial distance, m
T = temperature, K

z = vertical distance from free surface

v = kinematic viscosity of fluid
p = density
¢ = pool angle, deg

AT = temperature difference

Subscripts

av = average

Jj = indices
max =maximum

p = pool

wi = inside wall

Wim K a = thermal diffusivity of fluid wo = outside wall
k, = thermal conductivity of fluid, B = coefficient of thermal expansion, W = water
W/m K 1/K S .
Nu = Nusselt number = (Qu.H)/ 8 = angle along the vessel wall, deg uperscripts

(Ak,AT) = h,H/k,
Pr = Prandtl number
Q = rate of heat transfer, W
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O = (8/¢)(m!2), rad

— = time average
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Fig. 1 Experimental apparatus

from various correlations. Thus experimental data are needed
to resolve the following issues:

(i) Can existing correlations be extended to higher Ray-
leigh numbers with confidence?

(if) What is the effect of ratio of the fluid layer depth to
hemispherical cavity radius on the heat transfer coef-
ficient?

(iii) How does the heat transfer coefficient vary along the

surface of the hemispherical cavity?

The purpose of the present work is to shed light on the above-
listed issues.

2 Experimental Procedure

The apparatus used in this work consists of a rigid box, which
serves as a tank for subcooled water, as well as a support for
a glass bell jar containing the test fluid. Figure 1 shows the test
setup. The box is a three-layer water-tight container made of
plywood and polyurethane foam. The outer and inner layers are
made of 0.635-cm-thick plywood. The outer and inner dimen-
sions of the box are 0.927 m X 0.927 m X 0.762 m and 0.762
m X 0.762 m X 0.686 m, respectively. The middle is a 7.62-cm-
thick layer of Hathane 1680-11 (11 Ib/ft® density ) polyurethane
foam. On the top of the box a plywood sheet with sixteen 2.54-
cm-dia vent-holes and a larger hole cut in the middle is placed.
The middle hole is cut so that a bell jar can pass through it and
can rest on the sheet. Four different sizes of Pyrex bell jars
were used in the experiments. Bell jar 1 is 59.55 cm in length
(from the top edge down to the center of the spherical bottom),
60.1 cm in diameter (inner), and has a wall thickness of 1.17
cm. Bell jar 2 is 59.44 cm in length, 43.65 cm in diameter, and
has a wall thickness of 1.1 cm. Two smaller bell jars 3 and 4
are 21 cm and 15.2 cm in diameter, respectively. The wall
thickness of bell jar 3 in the hemispherical section varies from
1.0 cm in the bottom to 0.8 cm in the remainder of the hemi-
sphere; bell jar 4 has 0.95 cm wall thickness. Two double-paned
0.25 m X 0.18 m wooden picture windows are built into the
opposite sides of the box to allow viewing of the lower portion
of the vessel.

The fluid inside the vessel is heated uniformly with a 750 W
magnetron, the power to which is controlled with a conventional
microwave oven. The magnetron is attached to a 10.2-cm-dia
copper tube serving as a waveguide for the microwaves. This
device is suspended by steel rods and aluminum clamps above
the vessel. To control radiation from the microwave, bronze
screens were placed along each inner wall of the large plywood
box prior to pouring of the polyurethane foam. The screen is
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set to ground in order to short out the electromagnetic charge.
A lucite lid is made to cover the opening of the vessel. A square
opening with dimensions 11.4 cm X 11.4 cm was cut in the
center of the lid to allow the waveguide to be lowered into the
bell jar. Twenty-eight holes 5 mm in diameter were also drilled
into the lid. Through these holes, twenty-eight 4 mm ID Pyrex
tubes, each containing a chromel-alumel thermocouple wire,
are placed and held in position by brass compression fittings.
Thermocouples are located in two perpendicular planes. The
location of thermocouples in one half of each plane is shown
in Fig. 2. Details of thermocouple locations are given by Asfia
(1995). Seven additional thermocouples are attached to the
inner wall and seven more are placed on the outer wall of the
vessel using Omegabond 101 epoxy. Each thermocouple wire
is shrouded in a meshed steel braid for interference reduction.
To ensure that the thermocouples return to their precise position
whenever the lid is removed for cleaning and layer depth adjust-
ment, the 1id is equipped with four tabs, which fit into notches
placed on the vessel. Readings from the thermocouples are taken
with an Acro 900 Data Acquisition System. The data are stored
and later plotted using computer graphics.

A water cooling system is used to maintain the temperature
of water surrounding the vessel nearly constant with time. A
2.5 cm hole was drilled into the bottom of the box and fitted
with a copper pipe and flange to serve both as a water inlet and
a drain when a particular experiment is completed. A coil made
of 1.27 ¢m copper tubing is used as a heat exchanger for the
apparatus. Through a series of flexible plastic tubing, copper
valves, and a 1/25 H.P. pump, water is removed from the upper
surface of the pool. It is then passed through the copper coil,
around which there is a continuous flow of cold water. Water
exiting the heat exchanger is returned back to the bottom of the
pool. Over the period of five hours, the maximum variation of
water temperature in the outer pool was less than 1.25°C. In
the experiments, the free surface of water was generally kept
6-9 cm above the free surface of R-113.

Before the actual experiment was run, each thermocouple
was calibrated. All thermocouples were individually submerged
sequentially in an ice bath, a pool of boiling Freon-113, and a
pool of boiling water. The thermocouple outputs were compared
with the temperature reading from a separate mercury thermom-
eter. Using these data, calibration curves were drawn for each
thermocouple. From these curves, relative error in reading from
a particular thermocouple could be determined. Once every ther-
mocouple was properly calibrated, all of the thermocouples
were placed in their designated spots. With the lid in place and
all of the thermocouples checked, the waveguide was lowered
and fastened in place. ,

Prior to every test run, the test liquid was pumped into the
vessel to the desired pool volume. Before adding water to the
tank, a calibration run for heat generation rate in the fluid (last-
ing approximately 25-30 min.) was made. This was done in

Fig. 2 Location of thermocouples in the pool and on the wall for bell
jar 2, H/R, = 1.0
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Fig. 3 Heat generation rate at different locations in the pool

order to calculate the power output from the microwave and to
determine the uniformity of heat generation rate in the test
liquid. The data from these runs were plotted and the slopes of
the temperature versus time plots were used to calculate the
heat input into the pool. Figure 3 shows a typical rate of rise
of fluid temperature at three locations in a single plane of the
pool when R-113 was used as the test liquid. The heat generation
rate at different locations in the pool for all experiments was
found to be within +7 percent.

After the calibration for heat input to the test liquid was
performed, the tank was filled with water and the cooling system
was started. After assuring that everything was properly run-
ning, the microwave was turned on again, and the pool was
allowed to heat up. After approximately one hour, the pool
acquired a nearly steady-state temperature. The entire test run
was carried out for about six hours. Since R-113 vapor is heavier
than air, evaporation from the pool free surface is expected not
to contribute in any significant way to the heat loss over long
periods of time. The Acro Acquisition System was adjusted to
record the temperatures every 15 seconds. It takes almost 50
ms for the system to read the input of each thermocouple. Be-
cause of the inevitable interference from the microwave, proper
thermocouple readings could not be obtained unless power was
shut off. To avoid this problem, thermocouple readings were
taken at 10 min. intervals. Thus, after every 575 seconds, power
was cut off for 25 seconds and two sets of thermocouple read-
ings were taken (at 585 seconds and at 600 seconds)., After
recording the second set, power was immediately restored.
These short power interruptions appeared to have no effect on
the temperature behavior of the pool over the duration of the
experiment.

3 Results and Discussion

One of the important considerations in the experiments con-
ducted with internally heated pools is uniformity of the heat
generation rate. Heating rates in various liquids, such as water,
ethanol, olive oil, silicone oil, and R-113, using the microwave
guide arrangement as shown in Fig. 1, were determined. A large
difference in the heating rates near the pool free surface and at
the bottom of the pool was found to exist in all liquids except
R-113. As noted earlier with R-113, the rate of temperature rise
at any location in the pool did not differ by more than +7
percent from the mean value. Our lack of success in finding
other liquids that could be heated uniformly with microwaves
limited the number of data points that could be obtained.

Prior to conducting the experiments, the equivalent radii, R,,
of the vessels were obtained by noting the volume of liquid
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needed to fill the jar to a certain height. Table 1 gives the
equivalent radii along with other data. The volume of liquid
was measured before and after the experiments to obtain the
rate of evaporation. The heat loss from evaporation at the free
surface was calculated to be less than 5 percent of input heat
during the duration of the experiments.

Because of the spherical geometry of the pool, the heat trans-
fer area changes significantly with the angular position mea-
sured from the lower stagnation point. To determine the area
associated with each of the thermocouples located discretely on
the bell jar surface, the angle between any two neighboring
thermocouples was determined. Half of this angle on either side
of a given thermocouple was assigned to that thermocouple. By
knowing the total subtended angle and the equivalent radius,
the surface area and pool volume assigned to a given surface
thermocouple could be determined. Figure 2 shows how the
pool was divided into strips.

Knowing the vessel wall thickness, §, the thermal conductiv-
ity, k, of the bell jar, the surface area for each strip, AA;, the
heat transfer rate for each section could be determined as:

Q= (AADKIS(Ty — Tyo). (8)

It should be noted that the temperature was not constant along
the curved wall. For example, when bell jar 2 was used with
HIR, = 0.72, the inner wall temperature near the pool free
surface was 20.7°C while at the lower stagnation point it was
17.6°C. The variation in wall temperature for other cases is
given by Asfia (1995). Equation (8) is written under the as-
sumption that heat transfer across the vessel wall is one dimen-
sional. The assumption is realistic everywhere except for two
locations, near the pool free surface and the lower stagnation
point. Two-dimensional conduction analyses were performed
to calculate the heat losses through the vessel wall at the top
and bottom portions. The total heat transfer rate, 2Q;, to water
is the sum of heat transfer rate for each section. Table 1 lists
all the tests and gives the heat generation rate, Q;,, heat loss
by evaporation, Q;...,, and heat transferred, Q.., across the
curved surface. A satisfactory balance is found to exist between
the energy input rate in the pool and the total energy loss rate
from the pool. For bell jars 3 and 4, smaller H/R, ratios were
not studied because for shallow pools sufficient energy could
not be deposited into the pools.

The time-averaged heat transfer coefficient at a given location
was determined by knowing the maximum temperature, 7, max,
in the pool as:

i k(Twi - Twn)
h = ———— 227 9
! 6(Tpmax - Twi) ( )
Uncertainty in 7; is determined from the expression

AEJ/TL_[ = [(Ak/k)2 + (A(th - Twa)/(Twi - Two))2

+ (A8/6)* + (A(Tpmax = Tuid (Tpmax = Tw))*1'* (10)

Table 1 Heat transfer rates for each experiment

R, |H/R, Ra dT/dt Qin | Quevap. | Qoue
om °C/sec w w w

Bell jar 1| 30.8 | 1.0 | LIx10% | 25x10°£6% |2169] 4.6 | 189
30.8 | 0.55 | 4.54x 10" | 2.46x 102+ 7% | 818 3.6 77

2183 10 | 28x10 |3.72x10°41.2% [ 123.4| 3.0 | 1168
233 [ 072 | 62x10" | 3.22x1073%2% | 72 [ 24 | 6

Bell jar 2 | 23.5 | 0.55 | 2x10" | 34x103+£21% | 635 Lo 52.7
227 | 04 |395x 10" | 44x10-3£23% | 37 | 07 | 87

243 | 026 | 101x 10" | 57x10°£1% | 301 | 05 | 205

Bell jar 3| 119 | 053 | 6.3x 10" | 423x 102 £07% | 101 | 0 [ 109
Belljac 4 [ 87 | 09 | 22x10" | 55x107°£0.1% | 9 0 | 84
8.46 | 0.63 | 3.5X 1010 | 4.64x1073221% | 38 | 0 | 31
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Fig. 4 Ratio of local to average heat transfer coefficient with respect
to angle for bell jar 2

The maximum pool temperature occurred in the upper section
of the pool almost between the pool center and the vessel wall.
Uncertainty in measurement of maximum pool temperature is
considered to be less than 0.6 percent. Maximum uncertainties
in thermocouple readings and thermal conductivity of glass are
+5 and =3 percent, respectively. Uncertainties in measurements
of glass thickness are =9 percent for bell jars 1 and 2 and +20
percent for bell jars 3 and 4. From Eq. (10), the uncertainty in
heat transfer coefficient is found to range from +9 to =16
percent for bell jars 1 and 2 and +20 to *+40 percent for bell jars
3 and 4. The highest uncertainty in the heat transfer coefficient
occurred at the lower portions of the bell jars 3 and 4 where
the difference between the inside and outside wall temperatures
had the smallest value.

Average heat transfer coefficient for the spherical segment is
obtained as

e (11)

Figure 4 shows the ratio of the local to average heat transfer
coefficient as a function of angular position measured from the
lower stagnation point. The plotted data are for H/R, = 0.4 and
H/R, = 1.0 for bell jar 2. Heat transfer coefficient is highest
near the free surface and decreases along the periphery of the
spherical segment. The decrease in the heat transfer coefficient
along the periphery is due to thickening of the thermal layer
caused by the wall drag and reduction of the flow area. The
maximum heat transfer coefficient is found to be 2.5 times
larger than the average heat transfer coefficient. The ratio of
maximum to minimum heat transfer coefficient is as high as
20. Similar behavior in the ratio of local to average heat transfer
coefficient has been observed for other pool heights. Generally
the heat transfer coefficient near the free surface decreased while
that at the stagnation point increased when pool height was
decreased. Local heat transfer coefficient is a function of the
angular position measured from the lower stagnation point, 6,
and the height of the pool or pool angle, ¢, and is correlated
as:

}_;l(o) = C,;sin® — C,cos ® for

{av)

073 <8/ =<1

C,=~-12cos ¢ + 2.6

C, = —2.65cos ¢ + 3.6 (12)
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and
C
E( ) =Cysin*®+ C, for 0=06/¢ <073
(av)

Cy; = —0.31 cos ¢p + 1.06
Cys =024 cos ¢ + 0.15

where ® = (8/¢)(w/2). All of the data obtained in this study
are compared with the correlation in Fig. 5. Most of the data are
seen to lie within 20 percent of predictions from correlation.

Figure 6 shows the isotherms obtained by linear interpolation
of temperatures obtained from thermocouples placed at different
locations in the pool. Isotherms are not exactly symmetric about
a plane passing through the center of the spherical section.
Stratification in the lower part of the middle section of the pool
is much stronger than in the upper part. The isotherm pattern
shown on the left-hand side of Fig. 6 is indicative of the exis-
tence of a recirculatory zone in the corner formed by the pool
free surface and the vessel wall. From the isotherm pattern
shown in Fig. 6, it is clear that the uncertainty in measurement
of the maximum pool temperature cannot be greater than 0.2°C
or 0.6 percent, which is considered for the evaluation of the
heat transfer coefficient uncertainties in Eq. (10). After initial
heating of the pool, liquid and wall temperatures were observed
to oscillate with time. The period, amplitude, and time for onset
of oscillations for pools of different radii for bell jar 1 is given
in Table 2. For a given H/R,, the time at which oscillations
begin is observed to depend on the location within the pool. In
the lower portion of the pool, the temperatures generally begin

1"
1 Twater = 24.2

Fig. 6 Isotherm patterns for bell jar 2, H/R, = 1.0 (all temperatures are
in °C)
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Table 2 Temperature oscillations: bell jar 2

H/R, Position Q,(W/m2), | Onset of | Period | Most Prob. | Amplitude
Tymaz ~ Tw | osci.(min) | min | Period(min) +°C
1.0 | r/R.=0.94, z/H=0.1 5342, 130 20-50 20 0.04-0.06
1.0 |r/R,=0.62,z/H=0.14 5.8 130 30-60 - 0.02-0.04
1.0 | r/R.=0.44,z/H=0.14 130 20-50 30 0.02-0.04
1.0 | r/R.=0.55z/H=0.75 100 20-50 - 0.02-0.06
1.0 | r/R.=0.86,2/H=0.27 130 40-50 - 0.04
1.0 | r/R,=0.34,2/H=0.27 130 30-60 50 0.02
1.0 Twiyz/H=0.05 130 30-40 - 0.04-0.08
1.0 TiyzfH=0.22 150 30-40 30 0.02-0.07
0.40 | r/R,=0.0,z/H=0.75 6672.7, 80 20-50 40 0.075-0.15
0.40 | r/R,=0.44,2/H=0.33 8.0 120 20-50 40 0.02-0.15
0.40 | r/R.=0.56,2/H=0.16 120 20-60 30 0.01-0.30
0.40 | r/R,=0.56,2/H=0.16 120 30-60 30 0.02-0.19
0.40 Tuirz/H=0.044 90 40-60 40 0.025-0.15
0.40 Tuiy2/H=0.57 80 20-60 30 0.015-0.15

to oscillate somewhat earlier than in the upper portion. Close
to the pool surface, the values of amplitude and frequency of
the oscillations are larger than those in the interior of the pool.
In the middle region, the largest values of amplitude and fre-
quency of oscillations occur near the walls. These values de-
crease as one approaches the center. It was observed that the
temperature oscillations for symmetric locations across the pool
are not symmetric, even though the values for their time period
and their amplitude are almost similar. The difference between
the maximum pool temperature and the water temperature is
also given in Table 2. The amplitude of oscillations is found to
be almost 1 percent of the total temperature difference. Gener-
ally, oscillation time periods varying from 20 to 70 minutes
were found. No clear effect of change in pool height on the
behavior of oscillations is noted. The temperature oscillations
probably are a reflection of disruptions in the internal circulatory
flow. The disruptions are caused by the imbalance that develops
between buoyancy and viscous forces. From the temperature
data, it is clear that the magnitude of wall heat transfer coeffi-
cients also oscillates with time.

The data for the Nusselt number based on the heat transfer
coefficient averaged over the wetted surface of the pool are
plotted in Fig. 7 as a function of Rayleigh number. The plotted
data are for H/R, = 0.26, 0.4, 0.55, 0.72, and 1.0, when bell
jar 2 was used. In this figure, H/R, = 1.0 and 0.55 data for bell
jar 1 and H/R, = 0.53 for bell jar 3 and H/R, = 0.9 and 0.63
for bell jar 4 are also plotted. The Nusselt and Rayleigh number
are defined as

Mayinger et al. (H/R,=1.0)
- Pregent Correlation (H/R,=1.0 and H/R,=0.2)
OH/R, = 0.268 OH/R, = 0.63
*H/R, = 0.40 $H/R, = 0.72
T wH/R, = 0.53 AH/R, = 0.90
®H/R, = 0,55 AH/R, = 1.0 '_ .

’ \\\H/&=0.2
H/R,=1.0

Nu =0.54 Ra0-2 (H/R¢)0.25

16 |

S T T Y TR

Ra

Fig. 7 Comparison of the present date with Mayinger's numerical re-
sults and present correlation
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Ny = Mf (13)
k,
. 5 yys
Ra = g_ﬂ_&fl_ (14)
k,v,a,

From the data obtained in this study, a corrélation for the depen-
dence of Nusselt number on Rayleigh number and pool depth
has been developed. This correlation can be expressed as

Nu = 0.54(Ra)*?(H/R,)*%® (15)

The heat transfer data have been correlated within *15 percent
with this correlation. In Fig. 7 the results of numerical calcula-
tions of Mayinger et al. for a hemisphere with no-slip boundary
condition at the pool surface and isothermal boundaries (Eq.
(4)), and the present correlation for two different pool heights,
H/R, = 1.0 and 0.2, are also plotted. The data for H/R, = 1.0
appear to lie very close to the numerical calculations of May-
inger et al. (Eq. (4)). Thus, it can be concluded that heat
transfer coefficients predicted from the numerical work of May-
inger et al. for a hemispherical cavity are almost representative
of the present data. This is despite the fact that in the present
experiments, the pool surface was free and nearly adiabatic and
the curved wall bounding the pool was nonisothermal. A rather
good agreement of the present data for the average heat transfer
coefficient with the numerical prediction of Mayinger et al.
for a hemispherical pool suggests that changes in boundary
conditions had a weaker role to play. The present correlation
covers a range of 2 X 10" =< Ra = 1.1 X 10", when pool
height, H, is used as the characteristic length in Nusselt and
Rayleigh numbers. Since Nu ~ Ra®?, average heat transfer
coefficient for H/R, = 1.0 is independent of pool height. Also,
the same form of correlation will be realized if equivalent radius
of the vessel instead of height was used as the characteristic
length. For shallower pools the heat transfer coefficient depends
very weakly on the ratio of pool height to pool radius. Because
the Nusselt number depends very weakly on H or R,, it is
believed that the results of the present study can be extended
with little uncertainty to a reactor situation where Rayleigh
numbers of interest are on the order of 10", To confirm this
conclusion, further experimental or numerical studies will be
required. It should also be noted that the molten pool in a
reactor vessel will be at a very high temperature. As a result,
in comparison to present work, the radiative heat transfer from
the pool top surface will be nonnegligible.

Conclusions

1 Microwave heating has been successfully used in this
work to produce uniform internal heating in pools con-
tained in spherical segments. However, this is true only
for R-113 as tests with other liquids showed significant
nonuniformities.

2 Using R-113 as the test liquid, natural convection heat
transfer data in internally heated pools contained in spher-
ical segments cooled from outside have been obtained.
The data have been obtained for H/R, varying from 0.26
to 1.0.

3 Although in the present study the pool curved wall was
not isothermal, Nusselt numbers obtained from the nu-
merical results of Mayinger et al. for a hemispherical
cavity with isothermal boundaries appear to compare fa-
vorably with the present data.

4 The heat transfer coefficient is lowest at the stagnation
point and increases along the spherical segment. The ratio
of maximum to minimum heat transfer coefficient can be
as high as 20, while the ratio of maximum to average
heat transfer coefficient can be as high as 2.5.

5 From the data for different pool radii and pool depths, a
correlation for the dependence of Nusselt number based
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on average heat transfer coefficient on Rayleigh number
and pool depth has been found to be

Nu = 0.54 Ra®2(H/R,)**
2% 10 =<Ra=1.1x 10"

6 From the data at different pool heights a correlation for
the dependence of local heat transfer coefficient on the
angular position and the height of the pool or the pool
angle has also been developed.
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Flow and Heat Transfer Due to a
Buoyant Ceiling Jet Turning
Downward at a Corner

An experimental investigation has been carried out on the flow and heat transfer

K. Kapoor characteristics of a horizontal buoyant ceiling jet that turns downward at a corner
to yield a vertical negatively buoyant wall flow. Such flow situations are frequently

o encountered in thermal energy storage, in electronic systems, and in room fires.

Y. Jaluria However, not much work has been done to understand the basic mechanisms govern-
Fellow ASME ing such flows, particularly the flow near the corner. In this study, a two-dimensional

Jet of heated air is discharged adjacent to the lower surface of an isothermal hori-
zontal plate. An isothermal vertical plate is attached at the other end of the horizontal
surface, making a right angle corner. The vertical penetration distance of the resulting
downward flow is measured and is related to the inflow conditions, particularly to
the temperature and velocity at the jet discharge. This penetration distance is found
to increase as the distance between the discharge location and the corner is reduced
and also as the relative buoyancy level in the inlet flow is decreased. Velocity and
temperature measurements are also carried out over the flow region. These indicate
that the ceiling flow separates from the horizontal surface just before reaching the
corner and then reattaches itself to the vertical wall at a finite distance vertically
below the corner. The local surface heat flux measurements show a minimum in the
heat transfer rate before the turn, along with a recovery in the heat transfer rate
after the turn and the existence of a small recirculation zone near the corner. The
net entrainment into the flow and heat transfer rate to the solid boundaries are also

Department of Mechanical

and Aerospace Engineering,
Rutgers—The State University
of New Jersey,

New Brunswick, NJ 08903

measured and correlated with the jet discharge conditions.

Introduction

Buoyant jets are important in meteorological, oceanographic,
and environmental studies. Heat rejection to the atmosphere and
to water bodies involves turbulent buoyant jets. Solar energy
heat extraction and energy storage systems are also concerned
with buoyant jet flows. Similarly, a fire in an enclosure generates
a fire plume, which impinges on the ceiling and gives rise to a
ceiling jet. This ceiling jet spreads outward from the point of
impingement and turns downward at the corners of the room.
This generates a downward wall flow with an opposing buoy-
ancy force, since this force is directed upward. Although the
vertical buoyant jet and ceiling jet have been considered sepa-
rately, very little work has been done on negatively buoyant
wall flows and on the flow characteristics of a downward-turn-
ing buoyant ceiling jet. In the present paper, an experimental
investigation is reported on such mixed convection flows and
the effect of buoyancy on the transport.

Laminar buoyant jets have been studied by several investiga-
tors, as reviewed by Jaluria (1986). Turbulent jets, which are
of much greater practical interest, have been studied more exten-
sively; see, for instance, Morton (1959), Chen and Rodi
(1979), Turner (1979) and List (1982). Jets with opposing
buoyancy have been considered by Turner (1966), Seban et al.
(1978), and Baines et al. (1990). Goldman and Jaluria (1986)
carried out a detailed experimental investigation of negatively
buoyant jets. The flow characteristics of a two-dimensional wall
jet, with opposing buoyancy force, in an isothermal medium
were studied. It was found that the penetration distance 6, de-
creases with an increase in the Richardson number Ri, which
indicates the relative buoyancy level. The net entrainment into

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEeAT TRANSFER . Manuscript received by the Heat Transfer Division March 1995;
revision received August 1995. Keywords: Fire/Flames, Jets, Mixed Convection.
Associate Technical Editor: R. Viskanta.
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the flow was found to increase with Ri over the investigated
range. Jaluria and Kapoor (1988 ) extended this range and found
that large flow rates are generated in the wall flow due to entrain-
ment.

Kapoor and Jaluria (1989) investigated the heat transfer char-
acteristics of a two-dimensional negatively buoyant wall jet in
an isothermal environment. The heat transfer rate to an isother-
mal surface was measured and was found to decrease with an
increase in Ri, mainly because of the reduction in the penetra-
tion distance, which reduces the heat transfer area. It was also
found that the penetration distance decreases with an increase
in the wall temperature. This is due to a decrease in the heat
transfer, since an increase in surface temperature reduces the
temperature difference between the jet inlet and the surface.
This, in turn, results in a higher opposing local buoyancy level
in the flow and thus a smaller penetration distance.

The transport in a horizontal buoyant ceiling jet has been
considered by a few investigators. The flow generated by a
ceiling jet, which is driven by the fire plume, has been studied
by Alpert (1975). The characteristics of a ceiling jet were
investigated by Cooper (1982, 1989). He developed analyti-
cal estimates to predict the depth of penetration and entrain-
ment into negatively buoyant, ceiling jet-driven wall flows
at the early stages of the fire. You (1985) measured steady-
state velocity and temperature profiles in the ceiling jet. Veld-
man et al. (1975) and Motevalli and Marks (1990) measured
the temperature and velocity profiles in ceiling jets driven by
a fire plume impinging on a ceiling for different thermal
conditions. Baines and Turner (1969) studied the turbulent
convection from a source in an enclosed space, simulating the
physical circumstance outlined above and indicating different
flow regimes that arise.

It is seen from this review of the relevant literature that,
although separate studies on vertical and ceiling jets are
available, no detailed effort has been directed at the flow and
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Fig. 1 Experimental arrangement and coordinate system for the study of a heated, two-dimensional ceiling
jet discharged horizontally and turning downward at a corner with a vertical surface

heat transfer characteristics of a downward-turning hori-
zontal buoyant ceiling jet or at the flow near a corner. In
this paper, an experimental study is carried out on this flow
circumstance.

Experimental System

Figure 1 shows a sketch of the experimental arrangement
employed for the study of a downward-turning heated, two-
dimensional, horizontal ceiling jet in an isothermal medium.
The coordinate system used is also shown. A blower is installed

at the bottom of a vertical channel, which is 1.35 m high, 0.3
m X 0.3 m in cross section, and placed on a metal frame. A
honeycomb section and three very fine screens are employed
at the entrance to the channel. Two very fine screens, which
are 0.3 m apart, are located in the middle portion of the channel.
This arrangement gives rise to a very low level of turbulence
(with the measured intensities less than about 0.5 percent) and
a fairly uniform flow across the channel (with a variation in
the dimensionless velocity of less than +3 percent of the mean
value). The blower sends ambient air, over a wide range of
flow rates, through a heated copper tube. The copper tube is 5

Nomenclature

A, = cross-sectional area of the
slot through which the
heated air jet is discharged

C, = specific heat of the fluid at
constant pressure

D = height of the slot for jet dis-
charge

g = magnitude of gravitational
acceleration

Gr = Grashof number = gf
X (Ty — T)D*/v?

h = local heat transfer coeffi-
cient = g/(Ty — T,)

k = thermal conductivity of air

L = horizontal distance between
ceiling jet discharge and
corner

m = mass flow rate

1, = mass flow rate at jet dis-

__ charge
Nup, Nup = local and average Nusselt
numbers, respectively,
based on D

Journal of Heat Transfer

g = local heat transfer flux to the
surface
Q = total net heat transfer to the iso-
thermal surface from the heated
jet flow
Q. = total thermal energy input by
the ceiling jet = polUoAoC,
X (To = T)
Re = Reynolds number = U,D/v
Ri = Richardson number = Gr/Re?
T = local temperature
U, = discharge velocity of the ceiling
jet
u, v = horizontal and vertical velocity
components, respectively
u*, v¥ = dimensionless horizontal and
vertical velocity components,
respectively, u* = u/U,, v*
v/ Uo
W = width of the horizontal and ver-
tical plates
x = horizontal coordinate distance,
measured from the vertical sur-
face

£ = distance along the two surfaces from
the slot, around the corner

y = vertical coordinate distance mea-
sured downward from the horizontal
surface

z = transverse coordinate distance

B = coefficient of thermal expansion of
fluid

6, = penetration distance of jet flow,
measured downward from hori-
zontal surface

# = dimensionless temperature =
(T = T)/(To — T)

v = kinematic viscosity of fluid

p = density of fluid

Subscripts

0 = at jet discharge
o = ambient medium
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cm in diameter and 1 m in length. It is heated by means of
three fiberglass insulated heaters, which are wrapped around it.
The energy input to each of the heaters is varied by means of
individual power controllers. A diffuser at the end of the copper
tube is employed to discharge the heated air as a two-dimen-
sional jet, whose height could be varied. Several diffuser de-
signs were considered to ensure uniform two-dimensional flow
at the entrance. The heat loss from the copper tube and the
diffuser to the environment was minimized by employing an
insulated jacket, which has an inner layer of fiber glass and an
outer layer of glass wool.

The discharge velocity of the jet U, could be varied from
about 0.3 m/s to 2.5 m/s and the discharge temperature T, from
room temperature to about 150°C. Thus, the arrangement could
be used for studying fairly wide ranges of the governing parame-
ters, which are the Reynolds number Re and the Grashof number
Gr, both being based on the inlet conditions and defined later.
The values for Re and Gr employed in the present experiments
range from 2000 to 4000 and O to 10°, respectively. The dis-
charge velocity of the jet was determined by measuring the
velocity distribution at the jet discharge and taking the average
value. A calibrated DANTEC constant-temperature hot-wire an-
emometer was used, with the sensor positioned horizontally and
normal to the x-axis. The hot wire was calibrated using a special
calibration facility, designed for velocity levels in the range 0—
0.5 m/s and for arbitrary flow direction (Tewari and Jaluria,
1990). Flow visualization was also carried out with smoke to
confirm the results interpreted from temperature and velocity
data. Though not shown here for conciseness, visualization re-
sults supported the trends indicated by the local measurements.

The discharge temperature of the jet was measured by using
a rake of five thermocouples, located across the jet discharge
slot. The average of the five temperatures measured was taken
as the jet discharge temperature T,. Again, the discharge tem-
perature was found to be fairly uniform, within £2°C across
the slot cross section, giving a variation of less than +3 percent
of the mean values considered in this study.

The heated, two-dimensional air jet is discharged horizontally
into a flow region 1.5 m high and 1.35 m X 0.3 m in cross
section; see Fig. 1. At the top of the region, a water-cooled
aluminum plate, 1.25 cm thick, which represents the ceiling of
the enclosure, is attached. Another water-cooled aluminum plate
is located vertically on one side, thus forming a 90 deg corner
with the ceiling plate. The two-dimensional diffuser is placed
horizontally, adjacent to the ceiling plate, as shown in Fig. 1.
The horizontal distance L between the corner and the jet dis-
charge location can be varied from about 0.60 m to 0.95 m by
moving the jet discharge slot along the ceiling plate, Isothermal
conditions are used at the boundaries to simulate the initially
cold walls at the early stages of a room fire.

The sides of the enclosure are kept partially open to ensure
that the enclosure is not stratified. However, it is necessary to
minimize edge flows in order to maintain the two dimensionality
of the flow. Extensive experimental data were taken without
any side walls and it was found that the discharged jet flow
was largely confined to regions near the ceiling and the vertical
wall. The velocity and temperature measurements suggested
that the jet flow was confined to a maximum value of 2D from
the ceiling and of 4D from the vertical wall. Based on these
experimental observations, sidewalls of width 2D and 4D were
used for the ceiling and the vertical wall, respectively. However,
it was ascertained that the measurements near the midplane were
largely unaffected by the presence of side walls. The bottom was
kept open to allow entrainment from below and the vertical
dimension of the tank was large enough to avoid any significant
effect on the flow due to this open boundary.

The water-cooled ceiling and vertical plates have the same
design. Four rectangular copper tubes, each 2.5 cm X 1.25 cm
in cross section, run along the length of the plate. Water from
an outside source enters at the top of the vertical plate and the
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water coming out from this plate is allowed to enter at one end
of the ceiling plate and the water coming out at the other end
of the ceiling plate is allowed to drain into a sink. The tempera-
ture of the water entering the plate is maintained at a desired
value by mixing hot and cold water streams from two separate
sources. Twelve thermocouples were embedded in the plate
close to the surface to monitor the temperature. For further
details of the plate assembly, see Kapoor and Jaluria (1989).
The maximum dimensionless temperature difference measured
between any two embedded thermocouples on the two plates
was found to be less than 5 percent of the mean values in most
cases.

The heat transfer from the hot jet to the ceiling and vertical
plate was measured by means of microfoil heat flow sensors
(RdF type 20472-3) flush with the surface. Each heat flow
sensor was 15 mm X 6 mm in surface area and 0.3 mm in
thickness, and could be attached easily to the plate surface. The
typical distance between two heat flux sensors along the ceiling
and vertical plate was approximately 5.0 cm except near the
corner where the sensors were placed 1 cm from each other. It
was ensured that the heat flux gages did not significantly affect
the local temperature and heat flux by estimating the additional
thermal resistance introduced and by comparison with indepen-
dent measurements of these quantities. The electric output (in
millivolts) from the heat flux sensor was converted into heat
flux (in W/m?) with the help of individual calibration curves
supplied by the manufacturer and verified in the laboratory by
employing surfaces with known heat flux inputs. The accuracy
of the measured heat flux was estimated to be high, with an
estimated error of less than 5 percent in the present experiments.
The outputs of the heat flux sensors were constantly monitored
on a strip chart recorder and all the heat flux data were collected
by using a Keithley data acquisition system. Thus, the errors in
the reported Nusselt and Richardson numbers were estimated
to be less than 5 and 3 percent, respectively. Considerable care
had to be exercised to obtain accurate and repeatable data. In
general, the repeatability was very high, being within 5 percent
of the measured values for most measurements reported here.

Results and Discussion

The height D of the two-dimensional slot through which the
hot jet is discharged is taken as the characteristic dimension in
order to quantify the inlet conditions of the flow, as discussed
by Goldman and Jaluria (1986). Thus, the governing parame-
ters are obtained as the Reynolds number Re and the Grashof
number Gr. The Richardson number Ri = Gr/Re?, which is
also known as the mixed convection parameter, is frequently
employed in the literature to indicate the relative buoyancy
level. These parameters, along with the Nusselt number Nup,
which gives the dimensionless heat transfer rate, are defined as

_ 3
Re = 2L g - 88T~ T)D° 1)
14 14
. Gr hD
R1=E;5, NuD=—];- (2)

Also, the dimensionless velocities #* and v* and temperature
# are defined as

0=T—Tw
Ty - T.

(3)

U’
All the symbols are defined in the nomenclature. It has been
shown in several earlier papers, mentioned here, that the domi-
nant parameter in these flows is the Richardson number Ri and,
even though the Reynolds number Re is obviously important
in characterizing the flow, particularly near the boundaries, the
results are well correlated in terms of Ri alone. The effect of
Re, over the range considered in the experiments, was indeed
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Fig. 2 Variation of the penetration depth &, with Ri at various values of
L/D

found to be small compared to that of Ri and, thus, the results
are largely presented in terms of Ri and other variables arising
from the geometry and the thermal conditions.

Downward Turning of the Ceiling Jet. The buoyant hori-
zontal ceiling jet, after losing some of its momentum and ther-
mal energy to the ceiling, reaches the corner and turns down-
ward along the vertical wall and behaves like a negatively buoy-
ant wall jet, a flow that has been studied in detail by Goldman
and Jaluria (1986) and Kapoor and Jaluria (1989). The heated
wall jet flow penetrates downward to a finite distance due to
its buoyancy, then turns upward and finally flows out of the
enclosure.

The penetration distance §,, which represents the penetration
of the thermal effects in the flow, is quantitatively taken as the
location where 99 percent of the temperature drop has occurred,
i.e., 8 = 0.01, indicating negligible thermal effects beyond this
point. It was repeatedly found that this location was fairly well
defined, within 1-2 cm. Similar results have been found earlier
by Goldman and Jaluria (1986) and Kapoor and Jaluria (1989),
for vertical heated jets discharged downward adjacent to vertical
surfaces. The variations of the penetration distance 6, with the
mixed convection parameter Ri for L/D = 10, 13.1, and 16.8
are shown in Fig. 2. In all the cases shown, the ceiling and the
vertical wall temperatures are essentially the same and are kept
close to the ambient temperature (within £1.0°C). It is seen
that the penetration distance decreases with an increase in the
mixed convection parameter Ri. These results are similar to
those of a negatively buoyant wall jet. The penetration distance
is found to be smaller at higher values of L/D, for a constant
value of Ri. It was found from the detailed boundary layer
measurements close to the ceiling plate that the momentum
level decreases at a faster rate than the thermal buoyancy along
the horizontal plate as the flow approaches the corner. Hence,
for larger values of L/ D, the momentum at the corner is smaller,
resulting in smaller penetration distance.

The variation of the nondimensional penetration distance
6,/D with Ri was measured over the range 0.02 = Ri = 0.65.
These results may be expressed in terms of the following corre-
lations:

&

D" 3.65(Ri)™°*, for L/D =10 (4a)
éDf = 351(Ri)™®", for L/D =131 (4b)
§D-p- = 277(Ri)™, for L/D =165 (4c)
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The corresponding correlation for a vertical negatively buoyant
wall jet, as obtained by Kapoor and Jaluria (1989) and shown
in Fig. 2, is

by

== 4.45(Ri) ™4 (5)

These correlations were found to be very accurate, with the
correlation coefficients larger than 0.99. It is interesting to note
that the exponents obtained for all cases are the same. The
multiplication constant for the ceiling jet depends on the dis-
tance L between the corner and the location of the jet discharge.
An attempt was made to obtain a general correlating equation
incorporating the effects of both L/D and Ri. The correlation
thus obtained was

f—; = 13.07(L/D) **(Ri)~** (6)

However, this correlation equation was found to be not as accu-
rate as the earlier ones, the correlation coefficient being about
0.9.

In order to understand the basic physics of the flow field,
detailed measurements of the thermal field, across the enclosure,
were carried out. Only a few typical results are presented here
for brevity. The thermal field was mapped very closely by using
a rake of thermocouples at the middle of the width (z direction)

of the enclosure. From these extensive temperature measure-
ments, the corresponding isotherms were determined by interpo-
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Fig. 3 Isotherms obtained from the temperature data at (a) Ri = 0.042
and (b) Ri = 0.303, for L/D = 13.1
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Fig.4 Measured profiles of the horizontal component of the velocity and of the temperature near the ceiling

at Ri = 0.043 and L/D = 13.1

lation. Figure 3 shows typical sets of such isotherms at Ri =
0.042 and 0.303. It is seen from the figure that the horizontal
jet loses thermal energy as it flows toward the corner and then
turns downward along the vertical wall. The jet flow penetrates
downward up to a finite distance §,, as discussed earlier, and
then stagnates before rising vertically upward due to its buoy-
ancy and finally escaping out of the enclosure. The downward
penetration is much less at the larger Ri. It is seen from the
isotherms that the horizontal jet flow starts turning downward
some distance before the corner. This indicates that the jet flow
separates from the ceiling before reaching the corner and reat-
taches to the vertical wall at a certain distance downstream from
the corner. This shows the presence of a small recirculation
zone in the corner. The flow separation at the corner is further
confirmed by the corresponding velocity profiles and heat flux
measurements at the ceiling and the vertical walls, as discussed
later in this paper.

Characteristics of the Flow Along the Ceiling and the
Vertical Wall. Velocity measurements were carried out near
the horizontal and vertical surfaces to characterize the flow field
before and after the mixed convection flow turns at the corner.
A constant-temperature hot-wire anemometer was used for the
velocity measurements. It was ensured that the disturbance to
the local flow due to the probe was small. Both the horizontal
and the vertical components of velocity were measured. To
measure the horizontal component u, the hot-wire sensor was
kept vertical along the y direction, so that in the present two-
dimensional flow, essentially the horizontal component of the
flow velocity is measured. The vertical component v is measured
by keeping the hot-wire sensor horizontal along the x direction
so that essentially the vertical component of the flow velocity
is measured (Jaluria, 1980).

Figure 4 shows the typical horizontal velocity and tempera-
ture distributions near the horizontal boundary at four stations
between the jet discharge and the corner. It is seen from this
figure that the velocity field decreases in both magnitude and
thickness as the flow approaches the corner. However, as men-
tioned in the last section, the thermal field remains almost un-
changed. It shows that the ceiling jet flow loses a significant
amount of its momentum, but retains much of its thermal en-
ergy, as it moves toward the corner. It is interesting to obsetve
from the figure that the slope of the velocity profile near the
ceiling gradually decreases and becomes quite sharp near the
corner (see Fig. 4(d)). This confirms the tendency of the jet
flow to separate near the corner, as discussed in the last section.
The jet flow reattaches to the vertical wall at a certain distance
below the corner as seen in the next figure.

Figure 5 is the continuation of the flow described by Fig. 4
and shows the vertical velocity and temperature distributions
near the vertical wall at four stations. It is seen from this figure
that the magnitude and outward spread of the vertical velocity
decrease as the jet flow penetrates downward. As expected, this
trend is similar to the velocity and temperature fields obtained
in the case of the penetration of a negatively buoyant vertical
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wall jet in an isothermal medium (Goldman and Jaluria, 1986)
and in a thermally stratified medium (Kapoor and Jaluria,
1993). It is also seen from this figure that the velocity field
decreases more rapidly than its temperature level. The slope of
the velocity profile at the wall also decreases as the jet flow
penetrates downward along the vertical wall. As mentioned ear-
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Fig. 5 Measured vertical velocity and temperature profiles near the ver-
tical wall at Ri = 0.043 and L/D = 13.1
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lier, this trend confirms the flow reattachment to the vertical
wall at a certain distance below the corner. Also, as shown in
Fig. 5(a), the jet flow tries to separate from the wall before
becoming stagnant and then rising upward due to buoyancy,
yielding a finite penetration distance §,.

From Figs. 4 and 5, the local mass flow rate can be obtained
by integrating the corresponding product of the velocity and
the density (as obtained from the measured temperature distri-
butions) over the flow region. The mass flow rate i is nondi-
mensionalized with the corresponding jet discharge mass flow
rate n,. The variation of ni/ni, along the ceiling and the vertical
wall for Ri = 0.0435 is shown in Fig. 6. It is seen from this
figure that the ceiling jet entrains a significant amount of fluid
from the surroundings as it flows along the ceiling wall. The
mass flow rate first increases and then gradually decreases as
the jet flow moves along the ceiling plate. After crossing ap-
proximately half of the length of ceiling plate, the flow rate
remains almost constant over the rest of the boundary. This is
an expected behavior for strongly stratified flows, for which
the entrainment drops to zero as the local Richardson number
becomes larger than about 1.0 (Koh, 1971). It is also seen from
the figure that the mass flow rate remains almost constant as
the flow turns downward at the corner. The flow rate gradually
decreases along the vertical wall and finally becomes zero at
the penetration distance. The corresponding penetration distance
6, has also been shown in the figure. These results thus indicate
the basic nature of such a downward-turning ceiling jet, of the
resulting negatively buoyant wall flow, and of the flow in the
neighborhood of the corner.

Net Mass Flow Entrainment by the Flow. As mentioned
earlier, the negatively buoyant vertical wall jet entrains a sig-
nificant amount of air from its surroundings (Goldman and
Jaluria, 1986; Jaluria and Kapoor, 1988). The net mass flow
entrainment was found to be dependent on the value of Ri of
the discharged jet. It was found that the entrainment increases
with an increase in Ri up to a value of around 0.4 and then it
becomes almost constant in the range of 0.4 = Ri = 0.5. These
trends are due to decreasing 6, and increasing vigor of the
buoyancy-driven flow as Ri increases. The mass flow rate was
obtained at different locations within the jet flow. Figure 7
shows the net flow rate near the horizontal surface at a distance
of 4D from the corner for L/D = 10, 13.1, and 16.5. This flow
rate is called m, in the present experiments and is nondimension-
alized with the corresponding discharge jet flow rate »3,. It is
seen from the figure that the ceiling jet entrains a significant
amount of air up to a Ri value of around 0.2. The entrained
mass flow was found to be higher at higher values of L/D. This
is expected since a larger value of L/D implies greater length
‘of the ceiling at constant D. This permits more surrounding air
to be entrained by the ceiling jet. However, at higher values of
Ri, there is very little flow entrainment into the ceiling jet flow,

CORMER.

'in

0.5
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Fig. 6 The variation of the mass flow rate in the ceiling and the wall jets
with distance X from the slot along the two surfaces at Ri = 0.043 and
L/D = 13.1
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Fig. 7 Variation of the mass flow rate in the ceiling jet m,/m,, with Ri
at different values of L/D

as mentioned above. In some cases, the mass flow rate was also
measured at a distance of 2D below the corner near the vertical
wall and it was found that this mass flow rate was almost the
same as the corresponding mass flow »1,. This suggests that the
jet flow essentially does not entrain fluid while turning down-
ward at the corner.

The net mass flow rate, i, leaving the vertical flow region
was measured at a distance of 4D from the vertical wall, using
the corresponding horizontal velocity and temperature profiles.
This mass flow rate represents the total entrainment into the
downward turning ceiling jet, i.e., the sum of the mass flow
entrained by the ceiling and the vertical wall flows, from the
surroundings. Figure 8 shows the variation of #,,/#, with Ri. It
is seen from this figure that the wall jet flow entails a significant
amount of fluid after turning at the corner. As discussed earlier,
the jet flow rate remains almost constant during the turn at the
corner and most of the fluid is entrained when the jet flow
penetrates downward along the vertical wall and when it rises
upward due to buoyancy. It is seen from this figure that the
entrained mass flow decreases with an increase in Ri. This is
again an expected result because at a higher value of Ri, the flow
penetration is decreased, resulting in smaller flow entrainment.
These trends are similar to those found in the earlier investiga-
tions by Goldman and Jaluria (1986) and Jaluria and Kapoor
(1988) for a negatively buoyant vertical wall jet. It is seen from
Fig. 8 that the entrainment is smaller for a larger value of
L/D. This is due to the fact that, in case of a larger L/D, the

ol

RI

Fig. 8 Variation of the dimensionless total mass flow rate m,./m, with
Ri at different values of L/D
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Fig. 8 Variation of the local Nusselt humber Nu, with distance % from
the slot along the two surfaces at Ri = 0.042 and L/D = 13.1

penetration distance J, is smaller, as discussed earlier, resulting
in smaller fluid entrainment.

Heat Transfer From the Ceiling Jet to the Isothermal
Surfaces. Figure 9 shows the variation of the local Nusselt
number Nu,, along the horizontal and the vertical plate at Ri =
0.042 and L/D = 13.1. It is seen that the local Nusselt number
decreases along the ceiling and reaches its smallest value just
before the corner. As the ceiling jet turns at the corner, the local
heat transfer rate is seen to increase sharply downstream and
to reach its maximum value just below the corner indicating
the point of flow reattachment to the vertical wall. From this
point, the heat transfer rate decreases gradually along the verti-
cal wall and becomes almost zero at a location close to the
penetration distance §,, which has also been shown in the figure.
These results clearly show that a minimum and a maximum
arise in the heat transfer rate on either side of the corner. This
figure also confirms the earlier results that the flow separates
from the horizontal plate before the corner and reattaches itself
to the vertical wall just below the corner. All these results
indicate the existence of a small recirculation zone in the corner.

Figure 10 shows the variation of the local Nusselt number
Nu,, along the ceiling and the vertical plate for four values of
Ri and for L/D = 10. The basic trends are similar to those
observed in Fig. 9. The dimensionless local heat transfer rates,
in terms of the Nusselt number, are seen to be higher for the
smaller values of Ri. It should be mentioned here that the mea-
sured value of local heat flux g is actually smaller at the lower
value of Ri. Higher values of Nup are obtained because of still
smaller value of (T, — 7;). It is seen from the figure that, in
general, the local heat transfer rate first decreases along the

60
50
40 X N,

30

min
20

10t

ceiling plate, then increases at the corner and again decreases
along the vertical plate, becoming almost zero at some location
downstream. The penetration distance §, has also been marked
on the figure. The decrease in Nu, along the ceiling and the
wall is obviously due to the increasing boundary layer thickness
of the flow (Jaluria, 1980).

It is seen in Fig. 10 that the recovery in the local heat transfer
rate at the corner depends upon the value of Ri. The recovery
in the local heat flux was found to be larger for the smaller
values of Ri. At the lower value of Ri, the ceiling jet flow has
relatively larger momentum before it turns downward at the
corner. Therefore, it separates from the ceiling plate at a larger
distance from the corner and reattaches itself to the vertical wall
at a larger distance below the corner. This suggests that at the
smaller value of Ri, the size of recirculation region at the corner
is larger than that found at the higher values of Ri. Hence, at
the smaller value of Ri, the separated ceiling jet flow has to
travel a larger distance at the corner before it reattaches itself
to the vertical wall, resulting in a higher heat transfer recovery
factor. -

The variation of the average Nusselt number Nu, for the
ceiling plate with Ri for L/D = 10, 13.1, and 16.5 is shown in
Fig. 11. The total net heat transfer rate to the ceiling Qceiting Was
obtained by integrating the measured heat flux over the length
of the ceiling plate. It is seen from this figure that the aver-
age Nusselt number decreases with an increase in Ri. This is
due to the fact that, while the net heat transfer to the ceiling
plate Qg increases with Ri, the jet temperature difference
(To — T,) increases more rapidly than Qceiin,. This results in a
lower average heat transfer coefficient and hence a lower value
of Nuy, at higher Ri. Figure 11 shows that the average Nusselt
number was also found to be larger for the lower value of
L/D due to the average film thickness being lower.

The variation of the average Nusselt number Nup for the
vertical plate was also obtained. The basic trends of the results
were similar to those discussed in the case of the ceiling plate.
The variation of the average Nusselt number Nup, for both the
ceiling and the vertical wall with Ri is shown in Fig. 12. The
results show the average heat transfer rate from the jet flow to
the ceiling and the vertical wall. The basic trends, as expected,
are a combination of individual results for the ceiling and the
vertical wall.

All these results may also be expressed in terms of correlating
equations to indicate the dependence of Nu, on Ri and L/D.
There is also a weak additional dependence on Re. However,
for such turbulent mixed convection flows, the dependence on
Ri is found to be much stronger than that on either Gr or Re
and the results may be expressed fairly accurately in terms of

26 28 32

Fig. 10 Distribution of the local Nusselt number Nuy over the ceiling and the vertical wall for Ri = 0.019,

0.044, 0.069, and 0.191 at L/D = 10.0
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Fig. 11 Variation of the average Nusselt number Nu, with Ri for the
ceiling plate at different values of L/D

the mixed convection parameter. Thus, over the ranges 0.02 <
Ri < 0.65 and 10 < L/D < 20, the experimental results are
well correlated by the equations:

(I—\I_uD)ceiling = 250.47(Ri)‘0'15(L/D)-1,0 (7)
(ﬁaD)wall = 82.77(Ri)_0'25(L/D)-0.8 (8)
(mo)ceningwau = 61.35(Ri)“°-°9(L/D)—0.5 9)

The correlation coefficients for these equations are larger than
0.95, indicating a fairly close approximation of the data with
these equations.

Conclusions

A detailed experimental study has been carried out to investi-
gate the basic flow characteristics of a heated horizontal ceiling
jet, which turns downward at a corner. A heated two-dimen-
sional jet is discharged horizontally adjacent to the underside
of an isothermal horizontal surface in a large enclosure. An
isothermal vertical plate was fixed at the other end of this sur-
face, making a right angle corner. The following are the major
findings of the present study:

0L

2 L= 0.0

20 p-

B t/pw13 a

-

Rl

Fig. 12 Variation of the average Nusselt Nu,, with Ri for the total heat
transfer to the ceiling and the vertical wall
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1 The penetration distance 6, was found to decrease with
an increase in Ri. The penetration distance was also found to
be smaller for higher values of L/D at a constant value of Ri.
These trends are explained in terms of the underlying physical
mechanisms and correlating equations for 6, in terms of these
parameters are derived from the data.

2 The detailed velocity and temperature measurements near
the ceiling and the vertical wall show that the flow separates
from the ceiling just before the corner and reattaches itself to
the vertical wall at some distance below the corner.

3 The isotherms indicate the basic nature of the corner flow.
The local heat flux measurements on the ceiling and vertical
wall show that a minimum arises just before the turn and a
recovery in the local heat transfer rate occurs after the turn due
to reattachment of the flow.

4 The ceiling jet entrains some fluid from the surroundings
as it flows along the ceiling. The flow rate remains almost
unchanged as the flow turns at the corner. After turning at the
corner, the flow again entrains a large amount of ambient air
as it penetrates along the vertical wall and rises as an upward
buoyant plume. This results in a large flow rate generated by
the downward-turning ceiling jet. The net flow entrainment at
different locations was obtained and correlated in terms of the
mixed convection parameter Ri of the discharge jet. It was
found that the overall net mass flow rate decreases with an
increase in Ri.

5 The heat transfer recovery at the corner, i.e., the differ-
ence between the maximum and minimum Nup on either side
of the corner, was found to decrease with the mixed convection
parameter Ri of the discharged ceiling jet. This suggests that at
a lower value of Ri, the jet flow separation from the ceiling and
reattachment to the vertical wall occur at larger distances from
the corner. This indicates that the size of the recirculation zone
at the corner decreases with an increase in Ri of the discharged
ceiling jet. _

6 The average Nusselt number Nup, for the ceiling and the
vertical wall, put together, was found to decrease with Ri and
to be smaller for a larger value of L/D at a constant Ri. These
trends are explained in terms of the underlying physical mecha-
nisms and the area over which heat transfer occurs.
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Unstable Aiding and Opposing
Mixed Convection of Air in a
Bottom-Heated Rectangular
Duct Slightly Inclined From
the Horizontal

W. L Lm‘ Buoyancy-induced secondary vortex and reverse flows, flow transition, and the associ-
ated heat transfer processes in mixed convection of air through a bottom heated
. 0 p . . .

T. F. Lin inclined rectangular duct were investigated experimentally. The local spanwise-aver-

aged heat transfer coefficient and air temperature variations with time at selected
locations were measured and the cross plane secondary flow was visualized for the
Reynolds number ranging from 35 to 186, Grashof number up to 5 X 1 0%, and —-20°
= ¢ = 26°. The results indicated that the heat transfer enhancement is due fo the
presence of the buoyancy-driven secondary vortex flow and/or reverse flow. The
onset of thermal instability was found to move upstream for a larger negative inclined
angle (opposing convection) and/or a higher Grashof number and to be delayed for
a larger positive inclined angle ( aiding convection) and/or a higher Reynolds num-
ber. At increasing Grashof number, the instantaneous flow visualizations clearly
showed the changes of the vortex flow and/or reverse flow structures in the down-
stream section of the duct. At slightly supercritical Grashof numbers the secondary
flow is in the form of two pairs of longitudinal rolls with the vortex flow ascending
along the side walls. For higher Grashof numbers the vortex rolls rotate in the
opposite direction with the secondary flow descending near the side walls and the
flow was found to be time periodic. At even higher Grashof numbers in opposing
convection the buoyancy induced reverse flow exists and the flow is quasi-periodic.
Further raising the Grashof number or lowering the Reynolds number causes the
flow to change from a transitional quasi-periodic state to a chaotic turbulent state.

Department of Mechanical Engineering,
National Chiao Tung University,
Hsinchu, Taiwan

1 Introduction

Buoyancy-induced secondary flow and heat transfer in a
forced flow through a heated duct are known to be relatively
sensitive to the duct orientation. In a bottom-heated horizontal
rectangular duct, the buoyancy is normal to the forced flow
direction and the longitudinal and transverse vortex rolls can
be induced at supercritical Grashof numbers. When the duct is
inclined from the horizontal the secondary vortex flow is ex-
pected to be weaker due to the smaller normal buoyancy compo-
nent. The forced flow will be accelerated in the aiding situation
and decelerated in the opposing situation by the tangential buoy-
ancy component. At high buoyancy, the resulting flow will be
rather complex and can undergo transition to a time-dependent
state. These complicated processes are often encountered in
a low-Reynolds-number flow. Detailed understanding of these
buoyancy-induced flow transition processes is important in fun-
damental fluid mechanics and heat transfer study and in various
technological processes, such as the cooling of microelectronic
equipments (Incropera, 1988), heat transfer in compact heat
exchangers (Kays and London, 1984), growth of a single crys-
tal through chemical vapor deposition (Evan and Grief, 1989)
and many others. The literature on the mixed convection in
horizontal rectangular ducts has already been reviewed by Hu-
ang and Lin (1994). In the following only the literature on the
flow in inclined ducts is briefly reviewed.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER . Manuscript received by the Heat Transfer Division March 1995;
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Fukui et al. (1983) experimentally and numerically investi-
gated steady fully developed mixed convective flow in an in-
clined duct with the Rayleigh number Ra < 9300 and inclined
angle measured from the horizontal ¢ = 32.1 deg. In the hori-
zontal flow, the interaction between vortices was found to be
rather small. However, in the inclined flow the neighboring
vortices tend to form a vortex pair with a single velocity peak.
Experimental data for the local and average Nusselt numbers
were provided by Morcos et al. (1986) and Maughan and In-
cropera (1987). Visualization of recirculating flow in steady
aiding and opposing mixed convection at low buoyancy in in-
clined ducts was recently conducted by Morton et al. (1989),
Lavine et al. (1989), and Ingham et al. (1990). The correspond-
ing numerical analysis was performed by Heggs et al. (1990),
including heat conduction in the wall. This literature review
clearly indicates that the detailed characteristics of the buoy-
ancy-induced vortex flow structure and its transition from steady
laminar to unsteady irregular, turbulent state in inclined ducts
are still poorly understood.

The present experiment aims to measure the characteristics
of the flow transition and the associated changes in the second-
ary flow structure and heat transfer in the mixed convective air
flow in a bottom-heated inclined rectangular duct of a finite
aspect ratio (A = 4). Attention is focused on the effects of the
inclined angle, Grashof, and Reynolds numbers on the flow
characteristics. Specifically, the inclination angle were limited
to —20 deg = ¢ = 26 deg. The experiment is designed to detect
the flow transition by tracing the air temperature variations
with time at selected detection points and to visualize the flow
structure at a relatively large Gr/Re?.
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2 Experimental Apparatus and Procedures

2.1 Experimental Apparatus. Figure 1 shows a sche-
matic view of the mixed convection experimental apparatus
established in this study. The apparatus consists of three parts:
the wind tunnel, the test section, and the measuring probes along
with the data acquisition system. The test section is a bottom-
heated rectangular duct and is constructed of 9-mm-thick plexi-
glass top and side walls to facilitate flow visualization. The
cross section of the duct is 30 mm in height and 120 mm in
width, providing an aspect ratio of A = 4; it has a total length
of L = 800 mm. Its bottom wall was made of 0.25-mm-thick
SS301 stainless steel heater plate, and is bonded onto a sheet
of 12-mm-thick plexiglass plate. Direct electric current was
provided from a 30 V-50 A D.C. power supply and transferred
to the heater plate through several copper bus-bars firmly
attached at the ends of the heater, intending to produce a nearly
uniform heat flux boundary condition. Power dissipation was
determined by measuring the current and voltage drop across
the heater plate. The uniformity of the energy dissipation was
checked by measuring the voltage distribution on the plate.
Specifically, the longitudinal measurements in the forced flow
direction yield a linear voltage drop and the spanwise measure-
ments resolve variations no larger than 0.3 mV for a voltage
drop of 0.418 V across the heater plate. The total heat dissipa-
tion in the plate is Qix = I X V, where 1 is the electric current
and V is the electric voltage drop across the plate. To measure
the D.C. current passing through the heater plate, a D.C. amme-
ter (Yokogawa model 201137) is arranged in series connection
with the plate. The accuracy of the ammeter is within 0.1 A.
To determine the voltage drop across the heater plate, a digital
multimeter (Chung 6005) with an accuracy of 0.01 mV is em-
ployed to measure the voltage difference between two ends of
the heater plate. The entire channel, including the test section
and the upstream and downstream flow straighteners, was insu-
lated with a Superlon insulator 150 mm thick and was mounted
on a rigid supporting frame.

Air was driven by a blower and sent into the long rectangular
duct downstream of a diffuser buffer section, as shown in Fig.
1. The flow rate is controlled by a variable speed blower. The
volume flow rate of air upstream of the diffuser buffer section
was measured by a float-area-type flowmeter with an accuracy
of 1.6 percent. To reduce the influence of the vibration from
the blower, a flexible connection made of cloth is used to con-
nect the blower and a diffuser buffer section. The purpose of
installing the diffuser buffer section and a series of three addi-
tional fine-mesh screens is to reduce turbulence from the blower
blades. In the inlet section, turbulence was further suppressed

Nomenclature

Schematic Diagram of Experimental Apparatus.

i.air flow ; 2.blower ; Sfrequenoy regulator ; 4.flowmeters and
valves ; 5.diffuser with screens ; 8.straightener with honeycomb
and screens ; 7.nozzle ; 8.developping channel ; 9.test section ;
10.probes ; 11 three—way trnverslng device ; 12. Ammetex' ; 18,
D.C. power supply ; 14.Jamp ; 15.camera.

Fig. 1 Schematic diagram of the experimental apparatus

by passing the air through a section packed with plastic straws
3 mm in diameter and bounded on each side by two fine mesh
screens and then followed by a nozzle and a developing channel,
before entering the test section. The nozzle is made of 5-mm-
thick acrylic plate with a contraction ratio of 10:1 and has been
designed to eliminate flow separation, minimize turbulence, and
provide a nearly uniform velocity profile at the inlet of the
developing section. The developing section is 1000 mm in full
length, approximately 33 times the duct height. This insures the
flow being fully developed at the inlet of the test section for
Re = 200. An outlet section was added to the test section to
reduce the effects of the disturbances from the ambient sur-
rounding of the open-loop wind tunnel on the flow in the test
section. The optical observations of the flow structure were
performed using smoke tracers. A thin sheet of smoke was
injected into the test section along the bottom of the channel
through a slot across the width of the heater plate just in front
of the test section. When illuminated through the top wall by
lamps and viewed from the exit end of the channel, a sharp
contrast could be achieved between the channel walls and the
smoke.

A = aspect ratio = b/d
b, d = width and height of the duct
g = gravitational acceleration
Gr = modified Grashof number =

Qo =

Ra = Rayleigh number

gma = local radiation heat loss from p = density
the surface o = Stefan—Boltzmann constant
= total heat flux in the plate T = time

7, = period of flow oscillation

8Bq e d* kV? Ra} = critical Rayleigh number ¢ = inclined angle
h = local convection heat transfer co- Re = Reynolds number = w,,d/v .
efficient T = temperature Subscripts
I = electric current u, v, w = velocity components in x, y, ¢ = values at the onset of thermal
k = thermal conductivity z directions instability
= length of the heated plate V = voltage in = values at the inlet of the test
Nu = Nusselt number = hd/k X, y, z = Cartesian coordinates section

Pr = Prandtl number = v/a
Q. = the total heat dissipation in the
plate
qtny = local convective heat flux
Ginsn = local conduction heat loss through
. the insulation 8=
Gioss = Jocal heat loss = g1 + Ginsu
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X, Y, Z = dimensionless Cartesian coor-
dinates = x/d, y/d, z/d
Z* = modified axial coordinate =
z/d+Re-Pr
a = thermal diffusivity
thermal expansion coefficient
v = kinematic viscosity

side = of side wall quantities
t = of top wall quantities
w = of heated wall quantities

Superscripts
~ = average value
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In order to obtain adequate resolution of the temperature
distributions on the bottom wall, the heater plate was instru-
mented with 57 (placed at 19 longitudinal stations) calibrated
copper-constantan (T-type) thermocouples and their signals
were recorded by the Hewlett-Packard 3852A data acquisition
system with a resolution of =0.05°C. Additional thermocouples
were used to measure the temperatures of the inlet and outlet
air flow and the top and side plates and to determine the temper-
ature differences across the Superlon insulation underneath the
heater plate. A T-type thermocouple having a bead of 70 um
diameter was used to measure the air temperature in the duct,
which was equipped in the flow so as to have its sensing point
5 mm upstream of the supporting stainless steel pipe of 1 mm
outer diameter. This probe was inserted into the flow through
the top wall or from the exit end of the channel and can be
traversed in the flow to measure the time-averaged temperature
field and the instantaneous temperature. The temperature data
are recorded when the system reaches steady or statistical state,
usually 5—6 hours after starting the test. The experiment was
performed mainly at Grashof numbers ranging from 10* to 5
X 10° and for Reynolds numbers below 200. The resulting Gr/
Re? ratio was above 2.

2.2 Data Reduction for Heat Transfer Coefficient. The
spanwise-average Nusselt number, defined as
Ny, = 24 - __demd (1)
k (Tw - Tm)k

is obtained from measuring the local spanwise mean bottom
wall temperature T,, and local convective heat flux gy, . The
surface energy balance relating the total energy dissipated in

"

the heater plate g1, to the heat fluxes for the convection from
the surface to the flow gl,., radiation heat loss from the
surface glq, and conduction loss through the insulation

q;:mul iS

(2)

The convective heat flux is therefore determined by measuring
gt and applying appropriate correlations for the nonconvective
components. An implication of the expression in Eq. (2) is that
although a uniform heat generation gy, can be approximately
achieved in the heated plate, variations in the radiation and
conduction losses with location induce spatial nonuniformities
in the convective heat flux.

Considering the shape factor and surface resistances for ther-
mal radiation from the heated bottom surface to the top surface
in a rectangular duct, and that from the bottom surface to the
two side plates (Holman, 1986), the net radiation loss from the
bottom surface is estimated as

"o M " "
Qtot - qconv + qrad + qinsul

ghs = 0331 o(T5, — T?) + 2 X 0.082 o(T, — Tae) (3)

with T, measured directly and the mean top and side plate
temperatures T, and T, obtained by interpolation between the
measured values.

Conduction losses through the insulation g{,,,; were calcu-
lated by assuming one-dimensional conductive transfer and
by measuring the temperature difference across the first 9
mm of the insulation (ki = 0.21 W/m°C) beneath the heater
plate,

AT
q;;lsu = _kinsu N (4)
' ] Ay insul
2.3 Analysis of Temperature Fluctuation. The time-av-

eraged temperature and the intensity of the temperature fluctua-
tion of the air flow were obtained by averaging 1000 sampled
data at each detection point. In the tests the detection points are
distributed at 24 equispaced spanwise positions in the horizontal
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planes at y = 5, 15, and 25 mm. Also, the power spectrum
densities of the temperature fluctuation were obtained by ana-
lyzing the output of the thermocouple using a FFT analyzer.
The response time of the thermocouple is about 0.13 s, which
is much shorter than the period of the flow oscillation considered
here.

3 Results and Discussion

In what follows only a small sample of the results are pre-
sented to illustrate the buoyancy-induced flow characteristics
and heat transfer in the duct. More detailed results are available
from our technical report (Lin and Lin, 1994).

3.1 Preliminary Investigation of Flow Field. In order to
confirm the fully developed laminar flow at the inlet of the test
section, the cross-sectional velocity distributions were measured
at the inlet using a hot-wire probe, which was operated by a
constant-temperature anemometer (Dantec Probe Type 55P11
with 56C17 CTA Bridge). For calibrating the hot wires, the
pipe-flow method, in which the probe is placed in the center of
a fully developed laminar flow in a circular pipe, was used.
The total flow rate is measured and the pipe center velocity is
calculated from the parabolic distribution. The measured inlet
velocity profiles are in good agreement with the analytical re-
sults given by Shah and London (1978). The turbulence level
of the inlet stream is all within 1 percent, implying that the
effects of the free-stream turbulence on the mixed convective
flow characteristics are moderate.

3.2 Heat Transfer Coefficient. Uncertainties in the Nus-
selt number and other parameters were estimated according to
the standard procedures proposed by Kline and McClintock
(1953). Our analysis indicated that the combination of many
measurements together with the uncertainties in the predicted
quantities (radiation and conduction losses) yields the spanwise
average Nusselt number uncertainties ranging from 4 to 7 per-
cent. Uncertainty in the Grashof number ranges from 10 to 25
percent, which primarily reflects the uncertainty in the convec-
tive heat flux. The estimated uncertainty in the Reynolds number
was 2 percent. Because of the fluid property variations with the
temperature, the Reynolds and Grashof numbers vary with the
axial distance. Although the variations in the Reynolds number
were small, the Grashof number could vary by as much as 25
percent. It is also important to note that the thermal conductivity
of the plexiglass side and top walls is much higher than that of
air, so the side wall thermal boundary condition deviates greatly
from the perfect thermal insulation condition, which can sub-
stantially affect the secondary flow structures. A detailed ac-
count of this influence requires a complicated conjugate heat
transfer analysis including convection in the flow and conduc-
tion in the walls, which will be attempted in a separate study.
For convenience, experiments are identified according to the
Reynolds and Grashof numbers based on the inlet conditions
and averaged convection heat flux.

The reliability of the data of the spanwise-averaged Nusselt
number was established through various tests and comparison
with some appropriate standard conditions. The most relevant
comparison is to compare the measured data for small Grashof
numbers with the numerical solution for the corresponding
forced convection. This comparison showed that the measured
data were in excellent agreement with the numerical prediction
(Huang and Lin, 1994).

As the heat flux is increased beyond certain critical value
depending on the Reynolds number Re and inclined angle ¢, the
Nusselt number exhibits a discernible departure from the forced
convection limit indicating the onset of the longitudinal vortex
rolls. This is shown in Fig. 2 for the case with ¢ = 0 deg, Gr
= 1.1 X 10°, and Re = 102 and the data are also compared to
the numerical solution and the forced convection results based
on the numerical method from Huang and Lin (1994). The
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Fig.2 Comparison of the predicted spanwise-averaged Nusselt number
distribution (Huang and Lin, 1994) with the measured data for Re = 102,
Gr=1.1Xx 105 and A = 4

agreement is also good except that earlier appearance of the
vortex rolls is predicted in the numerical study. Note that the
monotonic decay in the Nusselt number, which is associated with
the laminar forced convection dominated region, ends when the
buoyancy force becomes strong enough to destabilize the bound-
ary layer on the bottom plate. This result is relatively similar to
that from Maughan and Incropera (1987). To be specific, the
onset of thermal instability is defined herein at the location where
the local spanwise-averaged Nusselt number is 5 percent larger
than the corresponding forced convection value at the same loca-
tion. Beyond the onset of instability, plumes of warm fluid rise
from the heated surface, ascending along the side walls, resulting
in a developing secondary vortex flow and the bottom-heated
plate temperature is reduced by the cold fluid descending from
the duct core. Thus, the secondary flow circulation provides an
effective mechanism for heat transfer enhancement. As the sec-
ondary flow strengthens, the Nusselt number rises well above the
forced convection limit. Note that the secondary flow can enhance
the heat transfer by as much as 110 percent as the Nusselt number
rises to its maximum at Z* =~ 0.17 or z ~ 0.4 m, where z is
the axial distance measured from the inlet of the test section.
Downstream of this location the fluid in the core region has been
warmed up by the secondary flow and the descending fluid is no
longer at the inlet temperature. Thus the reduction in the surface
temperature is less pronounced and the Nusselt number begins
to decline.

The expected wavy spanwise temperature variations on the
heated bottom plate caused by the three-dimensional nature of
the secondary vortex flow were justified by the present measure-
ments. The local Nusselt number distributions were uniform at
a given axial position prior to the onset of instability, but certain
spanwise variations (10 percent) occurred after the formation
of the secondary flow. Since a much larger axial change in the
Nusselt number following the onset of thermal instability was
always accompanied by some spanwise variations, the axial dis-
tribution of the local Nusselt number can be well represented by
its spanwise average.

The effects of the duct inclination on the convective heat
transfer coefficient are now examined. In an inclined channel
the buoyancy force is no longer exclusively perpendicular to the
heated surface, since a component also exists in the streamwise
direction. The influences of this component on the local span-
wise average Nusselt number are given in Figs. 3 and 4, where
the data for —20 deg = ¢ = 26 deg with Re = 51 are plotted.
It is evident from Fig. 3 that the aiding buoyancy for ¢ > 0
deg causes a delay in the onset of thermal instability but en-
hances heat transfer prior to the onset of secondary flow. Both
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Fig. 3 Spanwise-averaged Nusselt number distributions for various in-
clined angles for Re = 51 and Gr = 1.5 x 10%

effects are due to the flow acceleration by the aiding buoyancy
component in the flow direction, which increases with the duct
inclination. When the forced air flows downward for negative
inclination angles, the parallel component of the thermal buoy-
ancy tends to retard the primary flow near the lower heated
plate. Meanwhile it assists the forced flow near the upper un-
heated plate to maintain the overall mass balance at every cross
section for a flow of a Boussinesq fluid. This retarding buoyancy
force thickens and hence destablizes the boundary layer on the
heated plate. As a result, earlier appearance of the onset of
thermal instability is found. The critical axial distance for the
onset of instability is shorter for a larger negative inclination
angle. It is important to point out that the opposing buoyancy
is so large that the flow is highly unstable and heat transfer is
significantly augmented. The Nusselt numbers for ¢ = —10 and
—20 deg are higher than that for ¢ = 0 deg and obviously are
much higher than the forced convection limit. Larger Nusselt
number results for a larger negative inclination angle. Further-
more, the effects of the Grashof number on the Nusselt number
are shown in Fig. 4 for ¢ = —20 deg. The results indicate that
the critical axial distance for the onset of thermal instability is
shorter for a larger Grashof number. Note that the presence of

12
| 06660 Gr=7.2x107 Re=51
zesss 7.5%10; $=-20°
10+ AAAAA 1.5x10
J _ -~ Forced convection
8 (Huang & Lin, 1994)

Nu,

z/dRePr

Fig. 4 Spanwise-averaged Nusselt number distributions for various
Grashof numbers for Re = 51 and ¢ = ~20 deg
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the strong reverse flow causes the large rise in the local Nusselt
number in the exit region for Gr = 1.5 X 10°. This strong flow
reversal by the large opposing buoyancy, in turn, substantially
strengthens the vortex flow and enhances the heat transfer, while
the reverse is the case for the aiding buoyancy. Thus at a given
high Grashof number, beyond the onset of thermal instability
the Nusselt number for ¢ = —10 deg is larger than that for ¢
= 0 deg, which in turn is higher than that for ¢ = 26 deg. Data
for the onset of thermal instability from the present study for
both aiding and opposing convection can be empirically corre-
lated as

Ra¥* = 5320(1 + 2 sin @)(Z ¥) O™/t ¢ >0
or 5)
= 7980(1 + 2 sin ¢p)(Z ¥) 0¥ < 0

3.3 Flow Visualization. As mentioned earlier, the normal
buoyancy component can induce longitudinal rolls, but the par-
allel component can accelerate or decelerate the flow depending
on its relative orientation to the forced flow, which, in turn,
may cause flow reversal at a high Grashof number. Thus, the
longitudinal rolls and flow reversal can be simultaneously pres-
ent in the inclined duct at a high opposing buoyancy.

(@) Gr=1.5%10°, Gr/Re?=57.7

0C OC X0

(b) Gr=2.3x10°, Gr/Re?*=88.4

00000

(c) Gr=2.8x10°, Gr/Re*=107.7

O

Fig. 5 Instantaneous flow photos and schematically sketched vortex
flow for various Grashof numbers for Re = 51 and ¢ = 26 deg at Z* ~
0640rz=07m

Journal of Heat Transfer

Gr=2.3x10°, Gr/Re’=88.4
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Fig. 6 Instantaneous flow photos and schematically sketched vortex
flow in a typical period of 7, =~ 13.3 seconds for Re = 51, ¢ = 26 deg,
and Gr = 23 X 10°at Z* ~ 064 orz = 0.7 m

In the first case to be discussed, the air flows upward in
the duct (¢ > 0 deg). To understand the buoyancy-induced
secondary flow, the cross-plane flow was visualized at a cross
section selected at Z* ~ 0.64 or z = 0.7 m. Figure 5 shows
the instantaneously pictured and schematically drawn secondary
flow at long time at which the flow already reaches steady
state or statistical state for several Grashof numbers with the
Reynolds number fixed at-51 and ¢ at 26 deg. At a low Grashof
number (~1.5 X 10°%), two pairs of steady longitudinal vortex
rolls were observed in the cross section with the secondary flow
ascending along the vertical middle plane (x = 60 mm) and the
side walls. As the Grashof number is raised to 2.3 x 10°,
another pair of vortices is induced in the duct core around the
vertical middle plane. These new vortices grow gradually and
squeeze the existing ones (Fig. 5(»)). The flow was found to
oscillate periodically with time, which will become evident later
when the time histories of the air temperature at selected detec-
tion points are examined. As the Grashof number is further
raised to 2.8 X 10°, the disappearance of the vortices near the
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Fig. 7 Instantaneous flow photos and schematically sketched vortex
flow for various Grashof numbers for Re = 51 and ¢ = —10deg at Z* =~
0.640rz=07m

side walls is noted. Thus only two pairs of vortices are seen in
Fig. 5(c). The corresponding flow is highly unsteady. To illus-
trate the time periodic secondary flow characteristics, Fig. 6
presents the snapshots of the roll structures at three time instants
in a typical period for the case with Gr = 2.3 X 107, The period
of the oscillation 7, is about 13.3 seconds. The results suggest
that there are three pairs of vortices induced at the cross section
for the entire period and the vortices near the vertical middle
plane are much stronger than those near the side walls, which
are also smaller in size. Besides, the vortices were found to
swing back and forth in the spanwise direction. Thus, the vortex
flow is not always symmetric with respect to the vertical middle
plane (Fig. 6(b)). It is worthwhile to mention that for the
aiding buoyancy considered here the buoyancy-induced second-
ary flow for all cases is mainly in the form of longitudinal
vortex rolls with the Grashof number up to 2.8 X 10°.

When the air flows downward in the duct (¢ < O deg), the
tangential component of the opposing buoyancy may reverse
the forced flow at high Gr and a flow recirculating zone is
formed. The secondary flow structure simultaneously induced
by the tangential and normal components of the buoyancy force
and the stability of the flow are of major concern in the follow-
ing discussion.

52 / Vol. 118, FEBRUARY 1996

Figure 7 shows the snapshots of the cross-plane secondary
flow at long time again at Z* ~ (.64 or z = 0.7 m for several
Grashof numbers with ¢ fixed at —10 deg and Re at 51. The
results indicate that for Gr up to 5 X 10° the flow is forced
convection dominated with the weak upwelling secondary flow
along the side walls. As Gr is raised to 1.3 X 10°, one pair of
vortices is induced. Note that at this Gr the vortex flow descends
near the side walls. This can be attributed to the significant heat
conduction in the plexiglass side walls. Additionally, the flow
was found to be time periodic. As Gr is further raised to 3.9 X
10°, the parallel component of the buoyancy was large enough
to reverse the forced flow. The direct observation of the reverse
flow will be discussed later. The reverse flow was found to
weaken the longitudinal vortices. Note that the reverse flow
mainly appears in the duct core around the vertical central plane
(x = 60 mm) and the longitudinal vortices are squeezed toward
the side walls to a smaller size and are weaker. Meanwhile, the

Gr=1.5x10°, Gr/Re’=122.5

(a) 7+7,/4

C_ XD

(b) 7+27,/4

COK D

(c) 7+37,/4

OO0

(@ 7+7,

C_ 0O

Fig. 8 Instantaneous flow photos and schematically sketched vortex
flow in a typical period of 7, ~ 55 seconds for Re = 35, ¢ = —20 deg
and Gr = 1.5 X 10°at Z* ~ 0.930rz = 0.7 m
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Fig. 9 Sideview of the instantaneous flow photos and schematically
sketched reverse flow for various Grashof numbers for Re = 35 and ¢
= —20 deg at X = 2 or x = 60 mm

flow is also time periodic. When Re is reduced from 51 to 35,
the parallel component of the buoyancy force can overwhelm
the inertia force at a lower Grashof number. The observed peri-
odic cross-plane flow for Re = 35 and Gr = 2.1 X 10° (7, =~
15 seconds) showed that the reverse flow in the duct is stronger
than that for Re = 51 and Gr = 3.9 X 10° and the reverse flow
zone swings back and forth in the axial direction, squeezing the
longitudinal rolls and causing temporal oscillation of the flow.
The flow was also found to be highly asymmetric in certain
part of the period.

When the duct is further inclined to —20 deg, the parallel
component of the buoyancy force is even larger. As those for
¢ = —10 deg, the buoyancy-induced secondary flow for ¢ =
—20 deg is also characterized by the longitudinal vortex rolls
adjacent to the side walls and flow reversal in the duct core
(Figs. 8 and 9). Obviously, the reverse flow begins to appear
at a lower Grashof number for ¢ = —20 deg. Moreover, the
reverse flow is stronger and its zone is larger. The periodic
cross-plane secondary flow patterns displayed in Fig. 8 for Gr
= 1.5 X 10® and Re = 35 suggest that the longitudinal vortices
in the core region exist in the entire period and are larger in
size and stronger in intensity than those for ¢ = —10 deg. Note
that the two pairs of longitudinal vortex rolls are counterrotating
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and move axially in opposite directions. The interaction of these
two vortex pairs causes the flow to be time periodic with a
period 7, = 55 seconds. Figure 9 shows the flow on the vertical
middle plane (x = 60 mm) around the axial station Z* ~ 0.93
or z = 0.7 m at various Grashof numbers by viewing the flow
from the duct side. As Gr is increased gradually, the increasing
opposing buoyancy drives the reverse flow in the exit end of
the test section slightly upstream. It was noted that the normal
extent of the reverse flow is comparable with the duct height.
Its spanwise extent can be inferred from the cross-plane flow
just discussed. Also it was noted that the reverse flow moves
axially back and forth periodically with time.

3.4 Time Records of Air Temperature and the Associ-
ated Power Spectrum Densities. Several important flow
characteristics can be identified in the mixed convective flow
through the bottom-heated inclined duct. The appearance of the
secondary vortex flow and/or the reverse flow as the buoyancy
force exceeds the critical level is already discussed above. The
transition of the steady to the time periodic flow, the so-called
“‘Hopf bifurcation,”” at even higher buoyancies is also an im-
portant feature to be examined in the following. Only the traced
air temperature for the detection point at z = 0.7 m, x = 60
mm, and y = 25 mm is presented here.

Results for the buoyancy-aiding cases for various Re, Gr,
and ¢ indicate that at a very low Grashof number steady temper-
ature was recorded. As the Grashof number exceeds a certain
critical value, depending on Re and ¢, a time periodic tempera-
ture oscillation was seen. The associated power spectrum densi-
ties imply that the temperature oscillation is mainly dominated
by a single fundamental frequency f; and its harmonics. The
results given in Fig. 10 for Re fixed at 51 suggest that at ¢ =
26 deg the flow oscillates periodically at f; ~ 0.1 Hz, which is
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Fig. 10 Time records of the air temperature and the corresponding
power spectrum densities for Re = 51 and ¢ = 26 deg at Z* ~ 0.64 or z
=0.7m, X = 2,and Y ~ 0.83 at increasing Gr
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Fig. 11 Time records of the air temperature and the corresponding
power spectrum densities for various Grashof numbers for (a) Re = 51
and (b) Re = 35for¢p = —20degatz=0.7m,X = 2,and Y ~ 0.83

much lower than that for ¢ = 15 deg (f; = 0.5 Hz). The
amplitude of the temperature oscillation increases slightly with
the Grashof number. For ¢ fixed at the same value and the
Reynolds number increased from 51 to 102, the flow was found
to oscillate in a smaller amplitude but at a much higher fre-
quency.

To illustrate the stability of the opposing mixed convective
flow, the time histories of the temperature for various Gr for ¢
= —10 and —20 deg were examined. The results again suggest
that at a given Re the flow is steady for a very low Grashof
number. As the Grashof number exceeds a certain critical value,
the temperature oscillation is time periodic. The oscillation am-
plitude does not always increase with Gr. The time records of
the air temperature for various Gr for Re = 51 and 35 for ¢ =
—20 deg are presented in Fig. 11 to substantiate these state-
ments. It is noted from Fig. 11(b) that the periodic temperature
oscillation is characterized by a single fundamental frequency
J1(=~0.024 Hz for Re = 35) and its harmonics. For a higher
Grashof number, a second fundamental frequency f,(~0.04 Hz
for Re = 35) appears in the temperature fluctuation, indicating
that the flow is quasi-periodic. This can be seen in the curves
for Re = 51 with Gr = 1.8 X 10° (Fig. 11(a)) and for Re =
35 with Gr = 1.5 X 10° (Fig. 11(b)). These results also suggest
that the reverse flow (as shown in Fig. 9) and the second funda-
mental frequency f, appear nearly at the same Gr. At an even
higher Gr irregular temperature oscillations prevail in the flow
at the cross section z = 0.7 m, as evident from the temperature
traces for Re = 51 with Gr = 2.5 X 10° and for Re = 35 with
Gr = 2.3 X 10°.
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Based on the results for various Re, Gr, and ¢, the critical
Grashof number for the onset of the Hopf bifurcation at the
cross section z = 0.7 m is found to be higher for a larger inclined
angle for the aiding flow. Obviously, a smaller Reynolds num-
ber and/or a larger inclined angle for the opposing flow cause
an earlier appearance of the time periodic oscillation.

4 Concluding Remarks

We have performed an experimental investigation concerning
the effects of the Reynolds and Grashof numbers and duct incli-
nation on the flow transition in the mixed convective air flow
of a bottom-heated rectangular duct by systematic measurement
of the heat transfer coefficient and time records of air tempera-
ture. Additionally, the flow visualization was also conducted.

The major conclusions obtained are summarized as follows:

1 The buoyancy force increases the thermal boundary layer
thickness prior to the onset of the thermal instability and the
Nusselt number shows a rapid decline with the downstream
distance. Subsequent heat transfer enhancement was attributed
to the formation and development of the buoyancy driven sec-
ondary flow,

2 The onset of thermal instability was found to move up-
stream for increasing Gr and negative inclined angle ¢. The
reverse is the case for increasing Re and positive inclination
angle ¢.

3 Results from the flow visualization reflect the complicate
changes in the vortex and reverse flow structures at high
Gr/Re?.

4  As the Grashof number is high enough, the transition of
the steady vortex flow to the time periodic one could occur.
Further raising the Grashof number causes the flow to change
to a quasi-periodic one and even to a chaotic state.

During the course of this study it is realized that the complete
picture of the buoyancy-induced secondary flow and its spatial-
temporal transition can only be more clearly delineated by prob-
ing and visualizing the vortex and reverse flow in the entire
duct. This will be carried out in the near future.

Acknowledgments

Financial support of this study by the engineering division
of National Science Council of Taiwan, through contract No.
NSC83-0404-E-009-054, is greatly appreciated.

References

Evan, G., and Grief, R, 1989, ‘‘A Study of Traveling Wave Instabilities in a
Horizontal Channel Flow With Applications to Chemical Vapor Deposition,”
International Journal of Heat and Mass Transfer, Vol. 32, pp. 895-911.

Fukui, K., Nakajima, M., and Ueda, H., 1983, ‘“The Longitudinal Vortex and
Its Effects on the Transport Processes in Combined Free and Force Laminar
Convection Between Horizontal and Inclined Parallel Plates,”” Infernational Jour-
nal of Heat and Mass Transfer, Vol, 26, pp. 109—120.

Heggs, P. J., Ingham, D. B., and Keen, D. J., 1990, “‘The Effects of Heat
Conduction in the Wall on the Development of Recirculating Combined Convec-
tion Flows in Vertical Tubes,”” International Journal of Heat and Mass Transfer,
Vol. 33, pp. 517-528,.

Holman, J. P., 1986, Heat Transfer, McGraw-Hill, New York, Chap. 8.

Huang, C. C, and Lin, T. F., 1994, “‘Buoyancy Induced Flow Transition in
Mixed Convective Flow of Air Through a Bottom Heated Horizontal Rectangular
Duct,” International Journal of Heat and Mass Transfer, Vol. 37, pp. 1235~
1255.

Incropera, F. P., 1988, ‘‘Convective Heat Transfer in Electronic Equipment
Cooling,”” ASME JOURNAL OF HEAT TRANSFER, Vol. 110, pp. 1097-1111.

Ingham, D. B., Heggs, D. J., and Morton, B. R., 1990, ‘‘Recirculating Pipe
Flows,” J. Fluid Mech., Vol. 213, pp. 443-464.

Kays, W. M., and London, A. L., 1984, Compact Heat Exchangers, 3rd ed.,
McGraw-Hill, New York.

Kline, S. J., and McClintock, F. A., 1953, *‘Describing Uncertainties in Single-
Sample Experiments,”” Mechanical Engineering, Vol. 75, Jan., pp. 3-12.

Lavine, A. 8., Kim, M. Y., and Shores, C. N., 1989, ‘‘Flow Reversal in Oppos-
ing Mixed Convection Flow in Inclined Pipes,”” ASME JOURNAL OF HEAT TRANS-
FER, Vol. 111, pp. 114-120.

Transactions of the ASME

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Lin, T. F., and Lin, W, L., 1994, ‘““Thermal Control of Microelectronic
Equipment—Buoyancy Driven Unstable Mixed Convection in Rectangu-
lar Channel (III),”” Report for National Science Council of Taiwan,
Chap. 5.

Maughan, J. R., and Incropera, F. P., 1987, ‘‘Experiments on Mixed Convection
Heat Transfer for Airflow in a Horizontal and Inclined Channel,”’ International
Journal of Heat and Mass Transfer, Vol. 30, pp. 13071318,

Morcos, S. M., Hilal, M. M., Kamel, M. M., and Soliman, M. S., 1986, ‘‘Experi-

Journal of Heat Transfer

mental Investigation of Mixed Laminar Convection in the Entrance Region of
Inclined Rectangular Channels,”” ASME JOURNAL OF HEAT TRANSEER, Vol, 108,
pp. 574-579.

Morton, B. R., Ingham, D. B., Keen, D. I, and Heggs, P. J., 1989, ‘‘Recirculat-
ing Combined Convection in Laminar Pipe Flow,”” ASME JOURNAL OF HEAT
TRANSFER, Vol. 111, pp. 106-113.

Shah, R. K., and London, A. L., 1978, Laminar Flow Force Convection in
Ducts, Academic Press, New York, pp. 196-198.

FEBRUARY 1996, Vol. 118 / 55

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Combined Natural Convection—-
Conduction and Radiation Heat
Transfer in a Discretely Heated
Open Cavity

Combined natural convection, conduction, and radiation heat transfer in an open-
top upright cavity containing a discrete heat source has been modeled numerically.
The surface emissivity has been varied and its effects on the flow and thermal fields
have been determined for different values of Rayleigh number. The complex interac-
tion of the three modes of heat transfer mechanisms is explored by solving the coupled
convection, conduction, and radiation equations. It is noted that the inclusion of
radiation has a significant effect on the flow, resulting in the formation of a recircula-
tion zone within the cavity. Comparison of the local heat transfer coefficients for the
conjugate analysis and no radiation case reveals that the inclusion of radiation has
a negligible effect on the heat transfer performance of the heat source. However,
comparison of the numerical results with experimental observations shows that accu-
rate prediction of the flow and thermal fields is strongly dependent on the consider-

A. A. Dehghan’

M. Behnia

School of Mechanical

and Manufacturing Engineering,
The University of New South Wales,
Sydney, 2052, Australia

ation of radiation heat transfer in the numerical case.

1 Introduction

Air cooling has been and will likely remain a promising
option in the cooling of electronic equipment. This is due to its
simplicity in design and low installation and maintenance cost
(Incropera, 1987). In systems employing low heat generating
electronic devices such as microchips, natural convection cool-
ing is the most favorable alternative and is frequently employed,
mainly because it is noise free and highly reliable. Electronic
components are usually mounted on the vertical boards, which
form channels or cavities, and the heat generated by the compo-
nents is removed by a naturally induced flow of air.

The natural convection of air in enclosures or channels either
uniformly heated and cooled or discretely heated has received
much attention (e.g., Chu et al., 1976; Cesini et al., 1988; Chad-
wick et al.,, 1991; Refai and Yovanovich, 1991). In most of
these investigations, the heated section of the cavity is treated
either as a uniform temperature or uniform heat flux, and natural
convection has been considered to be responsible for the cooling
process.

In applications employing natural convection as a heat trans-
fer mechanism, the range of temperatures is normally low, and
therefore it may be justifiable to neglect radiation effects for
both simplicity and computational economy. However, there
are some limited studies in which the problem of conjugate
natural convection and radiation has been investigated. One of
the first studies in this area is the investigation of Carpenter et
al. (1976) in which combined radiation and free convection
from a vertical channel with constant isoflux heating conditions
over the plates was considered. Both symmetric and asymmetric
heating boundary conditions were examined. They showed that
for the asymmetric case, consideration of the radiation heat
transfer between the heated and adiabatic vertical walls of the
channel changes the calculated flow and velocity patterns inside
the channel. Hence, they concluded that for the asymmetric

' Present address: School of Mechanical Engineering, Yazd University, Yazd,
Iran.
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HEAT TRANSFER. Manuscript received by the Heat Transfer Division September
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heating, radiation has an important effect and cannot be ne-
glected.

Larson and Viskanta (1976 ) investigated the problem of tran-
sient laminar free convection and radiation in a rectangular
enclosure, aimed at simulating the rate of fire spread in build-
ings. They showed that radiation heat transfer had a consider-
able influence on the flow and thermal fields inside the cavity,
and was the predominant mechanism of heat transfer in both
this application, and other applications involving high-tempera-
ture heat sources in enclosures. Sparrow et al. (1980) consid-
ered the interaction of natural convection and radiation between
vertical plates that formed a channel. For an asymmetric heated
channel with one isothermal wall with the other wall insulated,
they concluded that radiation generally enhanced heat transfer
relative to the pure natural convection case.

In the numerical and experimental study of Yamada (1988),
the configuration of Carpenter et al. (1976) was considered.
The working fluid was assumed to be a participating medium
and two models for gas radiation were examined. It was con-
cluded that in the asymmetric heating condition, radiation heat
exchange between the vertical plates was important and could
increase the heat transfer rate from the heated plate up to 30
percent, a finding in agreement with those of Carpenter et al.
(1976) and Sparrow et al. (1980). However, in Yamada’s study
the radiation heat exchange between the plates was simplified
using a one-dimensional model.

The importance of the radiation heat transfer in the problems
dealing with the natural convection in asymmetrically heated
channels was also shown by Webb and Hill (1989) and Manca
and Naso (1990). Recently Behnia et al. (1990) considered
combined natural convection and radiation in a rectangular en-
closure. One wall of the cavity was isothermal while the oppo-
site wall exchanged heat by convection from its external surface
to the surroundings and was also semitransparent, permitting
radiation exchange between the cavity and surroundings. A two-
band radiation model was used in conjunction with natural con-
vection equations in the cavity. Their computations showed that
radiation strengthens the internal circulation. The brief survey
presented here shows that most of these investigations have
emphasized the importance of radiation in asymmetric channel
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flows employing natural convection. In most of these studies,
the isoflux or isothermal boundary conditions were applied over
the entire length of the heated plate, and almost uniform or
near-uniform wall temperature distributions over the heated
plates were calculated. In geometries using discrete heating
boundary conditions, which are more practical and relevant to
the electronic cooling applications, the temperature distribution
over the vertical walls is not normally uniform. This nonunifor-
mity intensifies in channels or cavities employing low conduc-
tive vertical walls. Therefore, in circumstances in which nonuni-
formity in the temperature distribution along the solid bound-
aries is encountered, radiation may have a substantial
contribution and its effect is worth examining.

This study is a continuation of the work of Dehghan et al.
(1992) in which natural convection in the cavity, conduction
in the vertical walls, and radiation heat exchange between all
surfaces of the cavity have all been included. It aims to explore
the complex interaction of these three modes of heat transfer,
especially the effect of radiation.

2 Problem Description and Governing Equations

The schematic diagram of the geometry under investigation
is shown in Fig. 1. A constant heat flux heat source is mounted
on the middle of the left vertical wall of an open top vertical
cavity, simulating a discrete heating condition. The heat gener-
ated is dissipated via convection to the fluid, by conduction to
the vertical wall, and by radiation heat exchange with other
surfaces. The prime motivation for considering the fully conju-
gate problem has originated primarily from the concurrent anal-
ysis of our experimental results for the same geometry, in which
the results suggested that there was radiation heat exchange
across the slot between the vertical walls.

The full set of governing flow equations is nondimension-
alized by using the following variables:

The flow is assumed to be laminar, two-dimensional, and incom-
pressible, with constant properties except density in the buoy-
ancy term of the momentum equation, which is assumed to
follow the Boussinesq approximation. The vorticity-stream
function formulations of the governing equations are used in
the fluid region (in nondimensional form):

Xy Lo vi)overrar (1)
ar Pr 0X Y ay
e 1 a6 a6 1
=+ U=+ V| ==V 2
aT Pr( X 8Y> Pr 2)
VW = —¢ (3)

in which ¥ (stream function) and £ (vorticity) have their con-
ventional definitions:

Y SR
ayY 0X

9V U

£=%x or

(4

(3)

2.1 Boundary Conditions. The outside of each vertical
wall is adiabatic, as shown in Fig. 1. An energy balance for an
element of each of the vertical walls yields the appropriate
equations coupling the temperature in the fluid to that in the
solid. All the solid boundaries of the cavity are assumed to be
impermeable and nonslip, so that both ¥ and the fluid velocities
are set to zero on these surfaces.

The computational domain is restricted to the cavity for both
economy and simplicity. Therefore, appropriate boundary con-
ditions are required for the open top. Here, it is assumed that
the incoming flow is at the ambient temperature, 8,, = 0, and
the outgoing flow is assumed to have zero axial temperature
gradient, i.e., 39/3X = 0. For the case of a single heat source
mounted on a vertical wall, Jaluria (1985) has shown that the
flow is a boundary layer type and this is a valid assumption at
downstream locations from the heat source, especially for higher

X=x/d, Y=yld, T=1tld
U=udlay, 8=(T—Ty)/(q"dIks\)
5 34
Pr = L, Ra* = _gﬂq d Pr
af kfl/ )\
Nomenclature

d = width of the cavity
F;_; = view factor between segments
iandj '
H = height of the cavity
k = thermal conductivity
k. = thermal conductivity ratio
(solid to fluid) = k,/k;
NS = number of subdivisions (see
Fig. 2)
Nu = Nusselt number
Nu, = average heat source Nusselt

heat flux

Nu(X) = local Nusselt number
Nu, (X ) = local radiation Nusselt number
p = vertical position of the heat
source
Pr = Prandtl number = v/ay
q" = input heat flux
Q.n = interface heat flux
gt = dimensional convective heat

Q. = local nondimensional convective

Q,; = nondimensional surface net radi-
ation heat flux = ¢;/oT. d/dn = outward normal derivative
Ra* = (gfBq"d*/kv) (Pr/\) = heat
flux based Rayleigh number
R.o; = radiation coefficient = g"/o T, ¢; = average nondimensional temper-
s = height of the heat source
S = dimensionless height of the heat
source = s/d
t = dimensional time
number T = dimensional temperature
T, = ambient temperature, K
Tt = reference temperature = q"d/k;\
u, v = vertical and horizontal velocities
U, V = dimensionless vertical and hori-
zontal velocities
w = thickness of the vertical walls
w, = wall thickness ratio = w/d
x, y = dimensional coordinates (see

X, Y = dimensionless coordinates
«, = thermal diffusivity ratio (solid to

6kj =

1 when k=j
0 when k=j

ref

€ = surface radiation emissivity
_8 = nondimensional vorticity

ature of the segment j

\ = cavity aspect ratio = H/d

& = nondimensional vorticity

o = Stefan—Boltzmann constant =
5.67 X 107® W/m?*K*

7 = nondimensional time

¥ = nondimensional stream function

Subscripts
f = fluid
J = subdivision j on the left or right
wall of the cavity
n = normal outward direction
s = heat source
w = surface of the wall

flux Fig. 1)
qeona = dimensional conduction heat
flux
g7 = net radiation heat flux from fluid) = a,/a;
surface j
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5 adiabatic
adiabatic

Fig. 1 Schematic diagram of the open cavity

Grashof numbers. Therefore, the horizontal component of the
velocity, V, is assumed to be zero at the open boundary. The
boundary condition for the vertical velocity, U, is obtained from
continuity equation which gives dU/8X = 0. The hydrodynamic
boundary conditions at the open top, when translated to the
vorticity stream function form, yield 0¥/0X = 9£/dX = 0. In
summary, the boundary conditions applied to the open boundary
are as follows:

6., = 0 for incoming flow (6)
( %)m = 0 for outgoing flow ¥))
U  a¥ ot
=—=—==2=(0 for both fl
ax " ax " ax or both flows (8)

The same approximate boundary conditions were used by Gos-
man et al. (1971) in their numerical study of heat transfer within
an open thermosyphon. For shallow open cavities Chan and
Tien (1985) have shown both numerically and experimentally
that the basic flow pattern and heat transfer characteristic of the
cavity can be adequately predicted by employing the approxi-
mate open boundary conditions as described above. They also
showed that even for square cavities at moderate to high Ray-
leigh numbers, the flow and heat transfer were identical with
those obtained from extending the computational domain out-
side the cavities. Abib and Jaluria (1988) employed the same
boundary conditions as Gosman et al. (1971) for predicting
buoyancy-driven flow generated by a discrete isothermal heat
source inside a partially open enclosure. More recently Lage et
al. (1992) and Jones and Cai (1993 ) adopted this approach and
used the same boundary conditions, which are used in this study
in their numerical study of natural convection heat transfer from
open top cavities.

2.2 Radiation Equations. For an enclosure having NS
surfaces, the net radiation heat fluxes from each surface can be
related to its temperatures by the following nondimensional
equation: ’

N S 1 -«
2<—kL—Fk—j EEJ)QU'

j=t € J

NS
=3 (64 — Fk—j)aa; I=k=NS (9)

j=1
in which:
Ty
Tt
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The average temperature of each subdivision surface j (i.e.,
;) is obtained by numerically integrating the temperature pro-
file over the subsurface using Simpson’s rule. The open bound-
ary (i.e., subdivision NS) is assumed to be a black surface at
ambient temperature. All other surfaces are assumed to be dif-
fuse and gray.

In order to use this equation, each vertical wall must be
divided into subsurfaces, since the temperature distribution
along the walls is assumed to be nonuniform. In each subdivi-
sion a nearly isothermal condition can be assumed. The subdivi-
sion of the enclosure for this purpose is shown in Fig. 2.

2.3 Conduction Equation. In our previous study (Deh-
ghanet al., 1992) in developing the one-dimensional conduction
equation in the solid regions, the radiation heat exchange be-
tween the surfaces of the cavity was neglected. However, the
general form of conduction equation for the walls can be ob-
tained by writing an energy balance for an element of the wall,
considering all modes of heat transfer. Results are also obtained
using a two-dimensional conduction model in the vertical walls
for the no-radiation case and for the values of wall conductivity
and wall thickness used in this study. Differences of 1.4 and
0.6 percent between the heat source temperature and its Nusselt
number were observed, respectively (Dehghan, 1994). Hence,
the one-dimensional model, which needs less computational
time, is used in this study. The one-dimensional dimensionless
form of the conduction equation in the vertical walls is given
by:

Prod 3%

= +
a, 01 OX?
where R and Q.. are defined as follows:

Rcof = q”/UT:}ef
Qcon = __1'_' l:)\ + 6_9

(10)

] on the heated sections (11)
f

kw, on
1 a6 .
Q.on = — —|  on the nonheated sections.  (12)
kw, on|;

The thermal boundary condition on the bottom wall is derived
from the energy balance in this wall. The bottom wall is consid-
ered to be adiabatic. Hence, conduction of heat to the fluid in
the vicinity of this wall must be balanced by the net radiative
heat exchange with other surfaces of the cavity. The required
boundary condition for the bottom wall in the dimensionless
form is:

— NS . .
1 NS-2
2 NS$-3
X i 3 i _NS-4
4
- r
Xm
y
j
—
arf [ m
NS-1

Fig. 2 Subdivision of enclosure walls to the subsurfaces for radiation
heat exchange calculation
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a0 A

— 4+ = 13
aX Rcof ( )

erzo

The coefficients in the system of Egs. (9) contains elements
that are a function of view factors between each segment of the
cavity. These view factors must be first determined prior to any
attempt to solve the system of Egs. (9). The view factors be-
tween each segment j on the left wall and segment m on the
right wall (see Fig. 2), between each segment j on the left wall
and the top boundary (i.e., segment NS) and between the bottom
and top boundaries are obtained from the following relation-
ships, respectively:

Y

1 :
Frp=—{[(X, — X, + AL)? + 1]"2
j TN G+ AL)® + 1]

+ [(X, — X; — AL)* + 1]'?

- 2[(X, — X)* + 11'?} (14)
Fj~Ns =j'F(1,2,4.,j)~—NS = (- 1) Fua.. j-1)-ns (15)
Fos-1y—vsy = V1 + A2 — A (16)

Once all the view factors are determined, they are constant
for a fixed geometry and the calculation of view factors is
accomplished at the first time step and does not appear in the
main iteration procedure.

2.4 Computation of Different Modes of Heat Dissipa-
tion. Due to the conjugate nature of the problem, different
heat transfer mechanisms such as convection to the fluid, con-
duction in the wall, and radiation to the other surfaces are in-
volved in dissipating the input energy at the heat source loca-
tion. Each mode of heat transfer may be calculated after the
steady-state solution is obtained. The local nondimensional con-
vective heat transfer coefficient, Nu(X ), along each wall can

be defined as:
__1 (98
0,(X) \on/,

The ratio of the convective heat flux, ge.ny, to input heat flux,
q", can be determined from the following equation:

Glon _ NU(X)6,(X)
qll A’

Nu(X) = (17)

(18)

Hence Eqs. (17) and ( 18 can be used to determine the contribu-
tion of the convection mode. Integration of Eq. (17) over the
heat source length, and the left and right walls gives the average
heat source Nusselt number, Nu,, and the average hot and cold
wall Nusselt numbers, respectively.

A nondimensional local radiation heat transfer coefficient,
Nu,(X), may be defined in the same fashion as:

)\ er .
N r X = ——— s =
. ( ) Rcof HW(X) /

L,2,...,N§—-1 (19)

in which Q,; is the outcome of the system of Egs. (9). The
ratio of radiation heat flux, g}, to the imposed heat flux can be
calculated from:

_‘ZT: = & (20)
q Rcof

The contribution of conduction heat transfer to the vertical walls
from the back face of the heated patch can be obtained by
implementing an energy balance between all three modes of
heat transfer and input energy to the heat source at the solid—
fluid interface. This yields:
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q" \ on

-2
f Rcof

at the heat source location (21)

The contribution of each mode of heat transfer in dissipating
the imposed heat into the heat source can be obtained by inte-
grating Egs. (18), (20), and (21) over the heat source.

2.5 Solution Procedure. Equations (1)—-(5), (9), and
(10) are coupled and must be solved simultaneously. The false
transient technique proposed by Mallinson and de Vahl Davis
(1973) is employed for solving Eqgs. (1), (2), and (3).

The governing flow Egs. (1), (2), and (3) and the solid
conduction Eq. (10) are approximated by finite differences.
First-order finite differences in time and second-order central
differences in space are employed. The resulting finite differ-
ence form of the governing flow equations is solved by the ADI
scheme proposed by Samarskii and Andreyev (1963), and a
fully implicit scheme is employed for the solution of the one-
dimensional conduction equation.

The unknown in the system of equations given in Eq. (9) is
Q,;, which represents the net nondimensional radiation heat flux
from each subdivision shown in Fig. 2. The right-hand side of
this system of equations is a function of the average temperature
of subdivisions, their view factors, and surface radiation proper-
ties. The average temperature of each segment can be used from
the previous time step solution. The LU decomposition scheme
is used for solving this system of equations. The outcome of
the solution is Q,;, which is then used in the conduction
Eq. (10).

3 Results

The results presented here are for a cavity with an aspect
ratio of 5 and with bakelite as the vertical walls, leading to a
thermal conductivity ratio to the air (k,) of 8.8. The heat source
is located in the middle of the left vertical wall. The ratio of
the heat source length to the wall height is 0.11. The other
geometric parameters are w/d = 0.1 and p/H = 0.5. Because
the influence of radiation is the prime objective of this study,
all the geometric parameters are considered to be fixed and only
the surface emissivity and the heat flux or Ra* have been varied.
Both vertical plates are assumed to be homogeneous, gray, and
diffuse emitters and have the same thermal conductivity, emis-
sivity, and thickness. The working fluid is air and is considered
as a nonparticipant media. Results have been obtained for a
range of input heat fluxes corresponding to the variation of Ra*
from 1.148 x 10* to 8.03 x 10* for different values of surface
emissivity. However, only a selection of results obtained will
be presented and discussed here.

A uniform 41 X 101 mesh was used in all the computations
as a compromise between computational effort and the accuracy
required. Further decreasing the mesh size resulted less than 1
percent difference between the temperature and heat transfer
coefficient of the heat source. The calculations were performed
on an IBM RS/6000-320 computer. On this machine the CPU
time required for 1000 iterations was approximately 150 sec-
onds, with around 8 X 107 iterations being typically required
to obtain a steady-state solution. The run times were shortened
by using the converged solution of a previously computed simi-
lar case as a starting solution.

In Fig. 3 the predicted streamlines and isotherms are pre-
sented for Ra* of 5.74 X 10* for different values of surface
emissivity. Significant changes in the flow and thermal fields
are observed. When there is no radiation heat transfer between
the surfaces of the cavity, the isotherms are confined to the left
vertical wall, producing a thermal boundary layer. The rest of
the enclosure is occupied by the cold flow and only the left
wall participates in the heat transfer process. The right vertical
wall is affected by the presence of the heat source primarily
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Fig. 3 Streamlines and isotherms for Ra* = 5.74 x 10*

due to the diffusion of heat across the slot, which, in this case,
1s negligible. When radiation is taken into account the right
wall of the cavity becomes a separate active convective heat
transfer region and part of the input heat into the heat source
is convected to the fluid from this wall. This causes the tempera-
ture of the incoming flow to be gradually increased as it de-
scends along the right wall. Increasing the surface emissivity
increases the radiation heat exchange between the vertical
plates, resulting in more of the area of the cavity being occupied
by the warm fluid.

In the case of pure convection heat transfer from the surfaces
of the cavity (see Fig. 3a) there is little bending of the incoming
streamlines toward the hot plate. The slight bending is due to
the effect of flow entrainment into the rising plume along the
left wall. As surface emissivity is increased, the bending of the
streamlines becomes more pronounced. The deformation of the
flow in this manner is the direct effect of radiation heat exchange

wg=0,1
—o—e=0.3
—4—e=0.5
—x—g=0.7
—k—g=0.9

-U

Fig. 4 Vertical velocity profiles at the midheight of the cavity for Ra* =
5.74 x 10* for various surface emissivities
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Fig. 5 Fluid temperature distribution at the midheight of the cavity for
different values of surface emissivity at Ra* = 5.74 x 10*

between the vertical walls. As the incoming fluid proceeds
downward, it loses its momentum while its buoyancy force
increases due to the convective heat flux from the right wall.
Increasing the surface emissivity decreases the momentum of
the downcoming fluid while increasing its buoyancy force. At
some location along the right wall, the incoming flow no longer
posseses sufficient momentum to adhere to the wall, and flow
separation occurs. Increasing the surface emissivity results in a
higher heat exchange between the heat source and the right wall
and an increase in the buoyancy force along the right wall. This
causes an increase in the size of the recirculation region and
the point of the flow separation to move upward. Its growth in
size also prevents deeper penetration of the incoming flow.
The effect of radiation in generating this flow reversal and
its effect on the velocity profiles is also shown in Fig. 4 where
the vertical velocity profiles at the midheight of the cavity are
presented for Ra* = 5.74 X 10* for different values of surface
emissivity. The flow recirculation in the neighborhood of the
right plate can be observed in this figure, where the vertical
velocities become upward along the right wall. For lower input
heat flux values, the formation of counterclockwise cell is ob-
served to occur at higher surface emissivities. The velocities of
the rising fluid at the heat source location are reduced by en-
hancing the radiation heat transfer, resulting in a weaker convec-
tion. .
The fluid temperature profiles at the midheight of the cavity
(i.e., middle of the heat source) and at X = 1.25, downstream
of the heat source, are shown in Figs. 5 and 6. At the heat source
location, the gradient of the temperature profiles is reduced at
the left plate, while it increases on the opposing plate as the
emissivity is increased. The overall fluid temperature in the core
region of the cavity is increased with the presence of radiation.
For the case of pure convection or low surface emissivities, no
temperature inversion inside the cavity occurs and a thermal
boundary layer exists along the left wall. Increasing the surface
emissivity causes a stronger temperature inversion within the

Fig. 6 Fluid temperature distribution at X = 1.25, downstream of the
heat source for different values of surface emissivity at Ra* = 5.74 x 10*
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Fig. 7 Temperature distribution along the left wall for different values
of surface emissivities at Ra* = 2.296 x 10*

flow, which is responsible for the separation phenomenon dis-
cussed earlier.

A continuous increase in the downcoming fluid temperature
is also observed on the right-hand side of this figure where the
curves shift upward when the surface emissivity is increased.
At the downstream location considerable changes in the temper-
ature profiles occur as the emissivity is increased (see Fig. 6).
For the present case and conductivity ratio, it is seen that for
pure convection, the direction of heat transfer is always from
the left vertical wall to the fluid over its entire length. When
the radiation is included, the direction of heat transfer is re-
versed from the rising fluid to the left vertical wall at down-
stream locations once emissivity is increased beyond a certain
value. This may be seen in Fig. 6 where a change in the tempera-
ture gradient is observed from a negative to a positive value in
the proximity of the left wall for ¢ = 0.3. Hence, part of the
heat convected away from the heat source by the rising plume
is transferred back to the left vertical wall before the hot fluid
leaves the cavity.

The temperature distribution along the left wall containing
the heat source is presented in Fig. 7 for Ra* = 2.296 X 10%,
and Fig. 8 for Ra* = 5.74 X 10*, for various surface emissivi-
ties. As would be expected, the maximum temperature is gener-
ally located in the vicinity of the heat source for all cases. For
pure convection, the temperatures are lower at the upstream
locations of the heat source since at these locations the surface
of the wall is in close contact with the cold flow (see Fig. 3a).
When radiation is considered and the emissivity of the surface
is increased, the temperature increases at the upstream locations,
and decreases at downstream points for both Rayleigh numbers.
The decrease in temperature of the downstream location is at-

0.5 N

Fig. 8 Temperature distribution along the left wall for different values
of surface emissivities at Ra* = 5.746 x 10*
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Fig. 9 Variation of local nondimensional radiative heat transfer coeffi-
cient along the left wall for Ra* = 5.746 x 10*

tributed to a higher radiation heat loss to the cold ambient
through the opening. As the surface emissivity is increased, the
temperature of the fluid near the bottom of the cavity increases,
due to a higher convective heat transfer from the right wall.
Hence, the bottom of the left wall is no longer in close contact
with the cold fluid and the convective heat transfer becomes
lower than in the case of pure convection. Therefore, higher
temperatures are observed in these locations for the case of
conjugate radiation and convection. Near the heat source loca-
tion, the temperatures are slightly reduced for the case of Ra*
= 2.296 X 10* when the emissivity is increased. However, the
effect of radiation on the temperatures at this location is negligi-
ble for higher Rayleigh numbers. At low values of Ra*, the
flow is predominantly in the conduction regime and convection
heat transfer is not very significant. Hence, inclusion of radia-
tion enhances the total heat transfer around the heat source.
For higher Rayleigh numbers, increasing the surface emissivity
causes the convective flow to become weaker with the lower
flow velocities around the heat source, even though there is an
increase in the radiation heat transfer around the heat source.
Hence, the increased heat transfer by radiation is compensated
by the decrease in convection heat transfer, resulting in a negli-
gible variation in the temperatures around the heat source.
The influence of radiation on the total heat transfer process
may be seen in Fig. 9 where the distribution of the local radiative
Nusselt number defined by Eq. (19) is plotted over the left wall
for different values of the surface emissivity for Ra* = 5.74 X
10*, The maximum radiation heat transfer is seen to occur
around the heat source due to the maximum temperature at this
location. The radiation heat transfer coefficient peaks near the
heat source location, and this effect is especially pronounced
when the surface emissivity is increased. In the downstream
regions of the heat source, the local radiative Nusselt numbers
are higher than the upstream regions. This is because the down-
stream regions of the left wall see more of the cold, black
environment through the opening. Furthermore, this section of
the left vertical wall is in front of the lowest temperature regions

—o;Bohvecl{DF
—a— radiation

Nu
- N W A~ O N ®

o

Fig. 10 Variation of local convective, radiative, and total Nusselt num-
bers along the left wall for Ra* = 5.746 x 10° and € = 0.5
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Fig. 11 Variation of relative local radiative heat transfer rate along the
left wall at Ra* = 5.746 x 10*

of the right wall and there is direct radiation heat exchange
across the cavity between these locations. In the bottom section
of the walls, there is a net radiative heat transfer into the left
wall as indicated by the negative values of radiative Nusselt
number in these locations. This is due to the possible radiative
heat transfer from the horizontal bottom boundary to the far
upstream location of the left plate. The temperatures at the
bottom boundary of the cavity were observed to be slightly
higher than at the base of the left vertical wall,

In order to compare the relative importance and magnitude
of each mode of heat transfer from the left wall, both the local
radiative and convective nondimensional heat transfer coeffi-
cients for Ra* = 5.746 X 10* and € = 0.5 are presented in Fig.
10. The distribution of the overall local heat transfer coefficient,
which is in fact the sum of the local radiative and convective
Nusselt numbers, is also presented. It is seen that around the
heat source area, the convective heat transfer is dominant, while
at the downstream location, the radiation heat transfer is the
governing mode. At this location, reversed heat transfer from
the fluid to the solid wall, indicated by the negative convective
Nusselt number, is compensated by radiation heat transfer. The
total heat transfer coefficient reveals that most of the input
energy to the heat source is dissipated in the vicinity of the heat
source either by convection to the fluid or radiation to the other
surfaces of the cavity.

In Figure 11 the variation of nondimensional parameter
q,/q", which is the local radiation heat flux scaled with the
input heat flux, is presented for Ra* = 5.74 X 10*, for various
surface emissivities. The importance of radiation heat transfer
increases with increasing surface emissivity for a fixed input
heat flux as expected. However, it is interesting to note that for
a fixed surface emissivity, its relative importance decreases
when the Rayleigh number or input heat flux increases, as
shown in Fig. 12, due to the strengthening of the convection,
which can be expected for higher values of Rayleigh number.

In a physical situation, the input energy to the heat source is
partly conducted to the left plate from the backface of the heated
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Fig. 12 Relative local radiative heat transfer rate along the left wall for
€ =05
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Fig. 13 Contribution of each mode of heat transfer at the heat source
location as a function of surface emissivity for Ra* = 5.746 x 10*

strip, partly radiated to the other surfaces of the cavity and the
rest is transported away by the convective fluid. The relative
magnitude of each of these three modes of heat transfer mecha-
nisms depends on various nondimensional parameters such as
Ra*, Pr, k., w,, \, and ¢. The effects of Ra*, k,, and A were
discussed for the case of conjugate convection and conduction
in our previous investigations (Dehghan et al., 1992; Dehghan
and Behnia, 1994a). In Fig. 13, the effect of the surface emissiv-
ity on the contribution of the different mechanisms of heat
transfer involved in dissipating the energy generated at the heat
source is illustrated for a typical case of Ra* = 574 x 10*.
An increase in the emissivity increases the contribution of the
radiation while it decreases the convection heat transfer from
the heat source. The conduction heat transfer to the substrate is
almost unchanged. For the range of Ra* and surface emissivity
investigated, it is found that natural convection is still the domi-
nant mode of heat transfer.

In Fig. 14, the local total Nusselt number for combined radia-
tion and convection is presented and compared with the convec-
tive Nusselt number for the case of pure convection. For the
case of combined radiation and convection heat transfer from
the cavity, the total Nusselt number is lower than the case of
pure convection at most locations over the plate, although the
difference between them is negligible downstream of the heat
source. The presence of radiation in conjunction with the con-
vection in the fluid and conduction in the vertical plates slightly
reduces the total heat transfer coefficient in this particular geom-
etry, due to the weakening of the dominant convection mecha-
nism. In the studies of Carpenter et al. (1976), Sparrow et al.
(1980), and Yamada (1988), enhancement of the total heat
transfer rates relative to the pure convection was reported by
the introduction of radiation. However, the geometry considered
in these studies was an open-ended channel in which the pres-
ence of radiation allowed the participation of the opposing adia-
batic wall in heat exchange. However, in the present study, the
channel is open to the ambient at one boundary and although
inclusion of radiation activates the right wall, this increases the
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Fig. 14 Distribution of local Nusselt number over the left wall for Ra* =
5.746 x 10* and € = 0.5
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Numerical

Experimental

Fig.15 Comparisons between the predicted and observed flow patterns
for cavity of aspect ratio 3.57 with bakelite plate: (a) Ra* = 2.08 x 10°;
(b) Ra* = 3.0 X 10°

temperature of the downward flow (which would have been
near ambient temperature if there was no radiation) before it
reaches the left wall and the heat source. This, when combined
with the weaker flow for combined radiation and convection,
reduces the total heat transfer coefficient.

In Fig. 15 the numerically predicted flow is compared with
experimentally observed flows for different values of input heat
flux. The experimental flow visualization procedure is described
in Dehghan and Behnia (1994b). Favorable agreement is ob-
served between the numerical prediction and the experiment.
From these figures and other experimental resuits, it can be
concluded that the detail of the flow pattern can be accurately
predicted by numerical computation, when conjugate convec-
tion, radiation, and conduction are considered. The prediction
of the flow recirculation further endorses the validity of the
numerical procedure.

4 Conclusion

The problem of natural convection in a discretely heated
open-top vertical cavity has been investigated numerically. Heat
conduction in the vertical walls and radiation heat exchange in
the cavity were accounted for. The radiation heat exchange was
found to have a significant influence on the thermal and flow

Journal of Heat Transfer

fields. A recirculation cell was noted in the vicinity of the right
vertical wall due to the interaction of the momentum of the
downward flow and the buoyancy force generated by this wall.
The size and strength of this recirculation zone were increased
by increasing the thermal emissivity of the surface. The inclu-
sion of radiation was found to weaken the strength of convection
within the cavity. The enhancement of the heat transfer by
radiation was compensated by a weaker convective heat trans-
fer, resulting a negligible variation in the maximum temperature
of the heat source. It was found that most of the heat generated
by the heat source is dissipated in the vicinity of the heat source
either by convection or radiation mechanisms. The contribution
of the radiation in total heat transfer was found to increase with
the surface emissivity and to decrease with Rayleigh number.
For the range of Rayleigh number and surface emissivity consid-
ered in this study, it was found that natural convection is the
major mode of heat transfer from the heated device. For the
geometry investigated here, it was determined that inclusion of
radiation does not enhance the total heat transfer coefficient in
coraparison with the case of pure natural convection, due to the
weakening of the dominant convection mode. However, it was
revealed that the accurate prediction of the flow and thermal
fields necessitates the consideration of radiation in the numerical
model.
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Evidence of a Convective
Instability Allowing Warm Water
to Freeze in Less Time Than
Cold Water

This experimental study explores the possibility that warm water may freeze in less
time than cold water due to natural convection alone, i.e., in the absence of significant
cooling by evaporation. This possibility is rooted in the following two hypotheses:
(1) The Rayleigh number associated with a sample of warm water may exceed a
critical value above which the convective motions within the water sample may
become turbulent and enhance the rate of convective cooling, and (2) the inversion
of the flow field that is expected to occur in the vicinity of maximum density, i.e., at
4°C, will occur at different points in the cooling process for identical samples of
water at different levels of initial temperature and result in an enhanced rate of
convective cooling after the flow field inversion for those cases at higher levels of
initial temperature that enter the flow field inversion with higher kinetic energy. The
results of this study establish that, under certain circumstances, a sample of water
that is initially warm will freeze in less time than an identical sample of water that

P. K. Maciejewski
Mechanical Engineering Department,
University of Pittsburgh,

Pittsburgh, PA 15261

is initially cold due to natural convection alone.

Introduction

Since the work of Kell (1969), it has generally been accepted
that, in the absence of cooling by evaporation, a sample of
warm water will take a longer time to freeze than an identical
sample of cold water. Indeed, there is not a single study that
claims to have established that, under any circumstances, warm
water will freeze in less time than cold water in the absence of
significant cooling by evaporation. The primary aim of the pres-
ent study will be to answer one simple question: Are there
circumstances in which warm water will freeze in less time than
cold water due to natural convection alone, i.e., in the absence
of significant cooling by evaporation?

Arguments against the possibility that warm water may freeze
in less time than cold water due to natural convection alone
appear to rest on a single argument— an argument of similarity.
In its purest form, this argument of similarity might be stated
as follows: The solution for the temperature field within the
water as a function of time is scaled by the initial temperature
of the water, but its form is not determined by the initial temper-
ature of the water. If the problem is posed and solved in terms
of an appropriate set of nondimensional variables, then it would
be found that, in these nondimensional terms, every sample of
water (for a given geometry) must pass through the same series
of states as it first cools and then solidifies.

Arguments in favor of the possibility that warm water may
freeze in less time than cold water can be developed on the
grounds that the problem is not similar for different levels of
initial temperature. For example, the density of water varies
with temperature on the domain 0°C to 100°C. If one defines a
nondimensional temperature variable, 8 = (T — T,)/(T; — T,),
and a nondimensional density variable, p* = p/p,, then p*()
will depend on the initial temperature, T; . Corresponding argu-
ments could be made for other temperature-dependent fluid
properties that influence the physics of the problem.
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The density of water has a maximum value in the vicinity of
4°C. This peculiar feature of water opens the possibility that
some unusual flow physics may occur within the flow field as
a sample of water within an enclosure passes through a series
of states in the vicinity of 4°C during a cooling process. For
example, as a sample of water in an enclosure passes through
the region of 4°C, one would expect a complete inversion of
the sample identified by a rush of warmer water from the top
of the enclosure to the bottom of the enclosure, and a corre-
sponding rush of cooler water from bottom to top. Since the
nondimensional temperature of the water corresponding to the
physical temperature of 4°C depends on the initial temperature
of the water, one would expect the effect of this inversion of
the flow field near 4°C to vary with T;.

One might expect that the physics of the buoyancy-induced
flow field will depend on some parameter, e.g., Rayleigh num-
ber, whose value depends on the initial temperature of the water.
For example, the Rayleigh number for water in a vertical cylin-
drical container varies nearly three orders of magnitude on the
domain 10°C to 100°C. It is possible that somewhere on this
domain there exists some critical value for Rayleigh number,
Ra, = Ra(T;.), above which the buoyancy-induced fluid motion
becomes turbulent. If a critical value for Rayleigh number does
fall on this domain, then one might expect a dramatic increase
in the convective heat transfer rate for cases with initial tempera-
tures above T;. as compared with the convective heat transfer
rate for cases with initial temperatures below T; .. If this does
occur, then water that is initially warmer, e.g., 7; > T, ., may
freeze in less time than water that is initially cooler, e.g., T; <
T,., due to convective heat transfer alone.

On the grounds that there is no similarity for the problem of
freezing water (i.e., that the form of the solution for the tempera-
ture field depends on the initial temperature), it is at least possi-
ble, if not likely, that under certain circumstances water that is
initially warmer will freeze in less time than water that is ini-
tially cooler.

There are a number of studies which, although they do not
address the issue of whether warm water may freeze in less
time than cold water, touch upon aspects of natural convection
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in water and the freezing of water that are relevant to the present
study. Schechter and Isbin (1958), Tien (1968), and Forbes
and Cooper (1975) have considered the stability and the flow
patterns in the region of the maximum water density, i.e., in
the region of 4°C. Boger and Westwater (1967), Heitz and
Westwater (1971), and Tankin and Farhadieh (1971), have
considered transitions in convective domain more generally,
either the transition from a conduction-dominated domain to a
convection-dominated domain, or the transition from a laminar
convective domain to a turbulent convective domain. Chen et
al. (1992) studied the effects of natural convection on ice forma-
tion inside an isothermal, horizontal cylinder for levels of initial
water temperature between 1.0°C and 21.7°C. These authors
conclude that the ‘‘density inversion effect’” in the neighbor-
hood of 4°C plays a significant role in the solidification process,
including an influence on the shape of the ice—water interface.
Although these authors do report that there is a minimum in
mean Nusselt number for initial water temperature near 6°C,
they do not address the question as to whether warm water will
freeze in less time than cold water.

The physical phenomena involved in the present investigation
of the freezing of water are complicated by both natural convec-
tion and solidification. Gebhart et al. (1988) present a compre-
hensive treatment of buoyancy-induced flows and transport, in-
cluding topics specific to water. An introduction to the funda-
mentals of solidification is provided by Lock (1994).

The time required for water to freeze is relevant to the design
of many devices of interest to engineers, including the design
of commercial and industrial freezers, ice makers, and water
storage tanks for use in cold climates.

Design of the Experiment

The design of the experimental facility and the design of
the experiment are tailored to determine whether, under some
circumstances, warm water will freeze in less time than cold
water due to natural convection alone.

Test Facility. A schematic of the test facility is provided
in Fig. 1. A thermally conductive cylindrical container holds a
fixed sample of distilled, deaerated water that can be heated to
any desired initial temperature on the domain 0°C to 100°C.
During test runs, the test cell is sealed to prevent loss of mass
of the water sample due to evaporation. For every value of initial
temperature, the cylinder containing the sample is submerged, at
a time designated ¢ = 0, in a cold bath maintained at a tempera-
ture T, set on the domain —15°C < T, < —5°C. Prior to being

Nomenclature

support

test cell

cold bath

N

/—E—— o ———
/ e ——: 0——— ===
= —— 0——— ==
thermocouple =] —— 0-——-—@——‘
lead wires ___7. PR N
/7
" thermocouple

Fig. 1 Schematic of the test facility

submerged in the cold bath, the cylinder containing the water
sample is handled such that there is minimal initial motion in
the water. As the sample of water cools and eventually freezes,
the temperature at various locations within the water is moni-
tored. At any given time, points in the water at a temperature
above 0°C are presumed to be liquid, while points in the water
below 0°C are taken to be solid. The entire sample of water is
taken to be completely frozen when every point within the water
falls below 0°C. When this occurs, the total time for the sample
to freeze is recorded.

The copper test cell has a height H = 10.16 cm and an inner
radius R = 2.475 cm. (The dimensions of the test cell were
selected so that the domain of the planned experiment would
be expected to contain a critical value of Rayleigh number.)
The core of the cylindrical container is instrumented with 15
type-T thermocouples with insulated leads. The thermocouples
are located at the center of the cylinder, at one third the radius
of the cylinder, and at two thirds the radius of the cylinder for
each of five elevations within the cylinder, y/H = §, 4, 3, 4, and
3. In addition to the 15 thermocouples within the cylindrical
container, there are four other type-T thermocouples attached
to the outside of the container to detect the moment at which

A = aspect ratio of the water sample in
the test cell = /R
A, = test cell wetted surface area
C, = specific heat
g = gravitational acceleration
Gr = Grashof number based on test cell
radius = gB; (T, — T,)R*/v?
H = height of cylindrical test cell
h = height of water level within the test

cell

¢t = time
t; = time to freeze
T = temperature

r = radial coordinate
R = inner radius of the cylindrical test

Ra = Rayleigh number based on test cell
radius = Gr Pr

U = internal energy

B = volumetric thermal expansion co-
efficient
v = kinematic viscosity
I, = nondimensional heat transfer rate
below 4°C; I, = Qp*C3R/K?
6 = nondimensional temperature vari-
able = (T — T)/(T, — T,)
0, = nondimensional cold bath temper-
ature = (T, — T,) pf Co,R*/k?

cell V = volume p = density
h = convective heat transfer coefficient X = nondimensional time to freeze = p* = nondimensional density = p/p;
= (Q/As)/Tavg tf[Cpl(T'o - T‘b)/hle]”2 .
h,; = enthalpy of melting X, = nondimensional time to reach 4°C; Subscripts

k = thermal conductivity Xi = X(t/1y)
Nu = Nusselt number based on test cell
radius = hR/k
Pr = Prandt]l number = p,v;C,,/k;
@ = heat transfer rate

1)t

test cell
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X, = nondimensional time between 4°C
and completely frozen = X (¢, —

y = coordinate parallel to the axis of the

avg = average
b = evaluated in the cold bath
¢ = critical value
i = initial, evaluated at time ¢t = 0
0 = evaluated at 0°C
4 = evaluated at 4°C
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the container is lowered into the cold bath. All thermocouple
voltages (relative to an external reference ice bath) are mea-
sured using an HP 44701A High-Resolution Voltmeter that is
housed in an HP 3852A Data Acquisition and Control System
that is accessed by means of a personal computer.

The cold bath consisted of a mixture of 80 percent water and
20 percent ethylene glycol (by volume). This mixture is nearly
all solid at —15°C and all liquid at —5°C. For all of the test
cases, the water/ethylene glycol mixture of the cold bath existed
in two phases. The solid phase of this mixture, which appeared
as a ‘‘slush,”” was observed to be in direct contact with the
container holding the test sample. For the coldest bath tempera-
tures, this solid-phase ‘‘slush’’ filled the entire cold bath vol-
ume. For the warmer cold bath temperatures, this ‘‘slush’’
would float on the top of the liquid phase, surrounding the
container holding the sample. The presence of the solid-phase
“‘slush’’ serves to inhibit convective currents in the cold bath,
so that the characteristics of the heat transfer process from the
container to the cold bath are similar in all cases. The total
volume of the cold bath was approximately 16 liters, or 200
times the volume of the cylindrical container.

The primary variables of interest are the total time required
for the sample of water to freeze, f, the time required for
some point within the sample of water to reach 4°C, ¢, and the
difference between these two times, # — #,. Temperatures within
the water sample are determined and stored every 2 seconds.
The total time required for the sample of water to freeze, 1,
corresponds to the time at which all 15 thermocouples sub-
merged within the water sample first indicate a temperature of
less than 0°C. The time required for some point within the
sample of water to reach 4°C, t;, corresponds to the time at
which one of the 15 thermocouples submerged within the water
sample first indicates a temperature of less than 4°C. For each
run in this experiment, time ¢ = 0 corresponds to the time at
which one of the thermocouples attached to the outside bottom
of the cylinder indicates a temperature below 0°C, indicating
that the test cell has been inserted into the cold bath.

There are three independent factors that are varied in this
experiment. The initial temperature of the water, T, is set to
16 different levels, from 5°C to 80°C in increments of 5°C. The
temperature of the cold bath, T}, is set to one of two nominal
levels, either —7°C or —13.5°C. The height of the water level
within the cylinder relative to the radius, /R, is set to one of
two levels, either 3.08 or 3.86. For T, = —7°C, T, is set to 10
different levels, T; = 10, 15, 20, 25, 30, 35, 40, 50, 60, and
70°C, for each level of h/R (for a total of 20 operating points
at T, = —7°C). For T, = —13.5°C, T; is set to 16 different
levels, from 5°C to 80°C in increments of 5°C, for one level of
hiR (for a total of 16 operating points at 7, = —13.5°C). Every
test condition is replicated three times. The total number of runs
in the design of the experiment is 108.

Nondimensional Variables. For the sake of the analysis
of the present data, the following four nondimensional variables,
one to represent each of the dimensional variables expected to
vary during the study, were constructed:

I, = t[C,(T, — T,)/hR]'"
I, = h/R
IL = (T, — T,)piCyR* Ik}
L, = g8 (T, — T,)vipi CR* Ik}

The first of these variables, IT,, which will be given the interpre-
tation of the nondimensional time to freeze, will be designated
by the symbol X. The second of these variables, Il;, which is
simply the aspect ratio of the cylindrical volume of the water
sample, will be designated by the symbol A. The third of these
variables, IT;, which will be given the interpretation of the
nondimensional cold bath temperature, will be designated by
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the symbol ®,. The last of these variables, Il,, which can be
recognized as the product of the Grashof number based on the
radius of the cylinder and the cube of the Prandtl number, will
be designated by either GrPr® or RaPr?.

Table 1 presents the design of the experiment expressed in
terms of the nominal values assigned to the nondimensional
independent variables A, ©,, and GrPr? for each test run. Once
again, each test condition is replicated three times for a total of
108 test cases. Table 1 also provides the shape of the plotting
symbol employed in Figs. 2—6, identifying the result of each
test run with its nominal values for A and @,.

Assessment of Experimental Uncertainty. There are only
three types of measurement associated with the present experi-
ments that contribute significantly to the uncertainty in the over-
all results. These are thermocouple (temperature) measure-
ments, time measurements, and water-sample mass measure-
ments. For fluid temperatures above 0°C, thermocouple voltage
is interpreted through a polynomial model to the NIST Thermo-
couple Reference Tables (1979), and the uncertainty in temper-
ature measurement is estimated at 0.37°C at 95 percent confi-
dence. At 0°C, thermocouple voltage is interpreted directly
through the NIST Thermocouple Reference Tables, and the un-
certainty in temperature measurement at 0°C is estimated at
0.20°C at 95 percent confidence. The uncertainty in time mea-
surement differs for each test run, depending on the uncertainty
in locating the termination of each particular test, and is esti-
mated to be between 12 s and 120 s at 95 percent confidence.
The uncertainty in the mass of the water sample is estimated
at 0.005 kg at 95 percent confidence.

The uncertainties associated with each of the quantities de-
rived from these directly measured variables, including the un-
certainties in the nondimensional variables employed to inter-
pret the results of the experiment, are calculated using the stan-
dard methods described in ANSI/ASME PTC 19.1 (1985).
Thermodynamic properties are derived from data presented in
the CRC Handbook of Chemistry and Physics. Uncertainty esti-
mates are represented in Figs. 2—6 by the uncertainty bounds
associated with each of the individual data points.

Time to Freeze

A preliminary analysis of the results from this study revealed
that the data for the nondimensional time to freeze, X, fall into
two distinct categories. For the data falling within the first of
these two categories, the nondimensional time to freeze, control-
ling for each of the three factors investigated in this study, is
approximately twice the nondimensional time to freeze for the
data falling within the second of these two categories.

In order to investigate the possibility that the difference in
the behavior of the data between these two categories is related
to the peculiarity of the density as a function of temperature in
the neighborhood of 4°C, the total time to freeze for each test
run was partitioned into two parts: the nondimensional time for
the sample to reach 4°C, X, = X (#,/1), and the nondimensional
time for the sample to freeze once it has reached 4°C, X, =
X (# — t4)/t;. The results in terms of these two variables were
then modeled in terms of the three factors under investigation
in the present study.

Results for Total Time to Freeze. The results for the total
time for a sample of water to freeze are presented in Fig. 2.
The data fall in two distinct clusters, and the data in each cluster

Table 1 Experimental design

GrPe x 104
0.04 058 1.29 2.01 2.69 3.31 3.85 4.32 473 5.08 5.39 566 S.88 6.09 6.26 642
0.58 1.29 2.01 2.69 3.31 385 432 508 5.66 6.09
0.58 1.29 2,01 2.69 3.31 3.85 432 5.08 5.66 6.09

symbol @, x 105 A
<& 153 308
[%] 084 308
A 084 386
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Fig. 2 Nondimensional time to freeze as a function of initial GrPr®

have been scaled in slightly different terms. For the data in the
cluster representing a shorter nondimensional time to freeze,
the ordinate in Fig. 2 is simply the nondimensional time to
freeze, X. The empirical model representing this cluster of data
in Fig. 2 is given by the following correlation:

X = 147 X 10*(GrPr®)*»

The pair of dashed lines about this correlation in Fig. 2 represent
a 95 percent confidence interval for the data falling within this
cluster. For the data in the cluster representing a longer nondi-
mensional time to freeze, the ordinate in Fig. 2 is given by the
variable X * = X [A0,/(AO,)nean] %, where (AO, ) nean = 4.15
X 10" is the mean value of the product of the aspect ratio and
the nondimensional temperature of the cold bath for the data
falling within this cluster. The empirical model representing
this cluster of data in Fig. 2 is given by the following correlation:

X* =566 x 10° (GrPr*)*

The pair of dashed lines about this correlation in Fig. 2 represent
a 95 percent confidence interval for the data falling within this
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Fig. 3 Nondimensional time to reach 4°C as a function of initial GrPr?®
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second cluster. The nondimensional time to freeze for the data
within this second cluster depends on the product of the aspect
ratio and the nondimensional temperature of the cold bath. The
variable X * has been constructed to allow a direct comparison
between X for the first data cluster and X * for the second data
cluster. (The value of X * in Fig. 2 may be interpreted as the
value of X in the second cluster of data controlling for A®,.)

The data, as presented in Fig. 2, confirm that the data from
this experiment fall into two distinct clusters. Within the first
cluster of data, the cluster representing the shorter nondimen-
sional time to freeze, X depends only on the variable GrPr®.
All of the data within this first cluster fall on the domain 1.29
X 10® < GrPr® < 6.42 x 108, In terms of Rayleigh number,
all of the data within this first cluster fall above Ra ~ 2 X 10°,
Within the second cluster of data, X depends on both the variable
GrPr® and the product of the variables A and ®,. The data
within this second cluster fall on the entire domain of GrPr®
for the present study. On the domain of GrPr?® for which the
two clusters overlap, the nondimensional time to freeze for
the data within the second cluster is approximately twice the
nondimensional time to freeze for the data within the first
cluster.

Table 2 presents the operating conditions (expressed both in
terms of the dimensional variables 7;, T, and k, and in terms
of the nondimensional variables GrPr?, ®,, and A) and the
results for total time to freeze (expressed both in terms of the
dimensional variable f; and the nondimensional variable X ) for
selected test cases. The number in the first column of Table 2
represents the order in which these test cases where executed,
relative to the entire test plan of 108 test cases. The cases
presented in Table 2 for T; = 30°C and 7; = 60°C may be
divided into two clusters, one cluster (given by runs 6, 28, and
34) for which the test cases at 7, = 30°C and T; = 60°C take
a shorter time to freeze than the test cases presented in Table
2 for T; = 10°C and another cluster (given by runs 17, 39, and
44) for which the test cases at 7; = 30°C and 7; = 60°C take
a longer time to freeze than the test cases presented in Table 2
for T, = 10°C.

Results for Time to Reach 4°C. Figure 3 presents the non-

dimensional time for the sample to reach 4°C, X, for all of the
test runs in the present study. The ordinate in Fig. 3 is given
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Fig. 4 Nondimensional time between 4°C and completely frozen as a function of initial GrPr®

by the variable X§ = X, (A/Apen)®®, where Ape = 3.295 is
the mean value of aspect ratio for all of the data within this
study. The empirical model representing the data in Fig. 3 is
given by the following correlation:

X¥ = 0.171 (GrPr*)*7”

The pair of dashed lines about this correlation in Fig. 3 represent
a 95 percent confidence interval for the data within this study.
Note that all of the data for X, for this study can be represented
by a single correlation. The results from this study given in

terms of X, are not divided into two distinct clusters as were
the results from this study given in terms of X.

Results for ¢, — ¢,. Figure 4 presents the nondimensional
time for the sample to freeze once it has reached 4°C, X;, for
all of the test runs in the present study. Once again, the data
fall in two distinct clusters, and the data in each cluster have
been scaled in slightly different terms. For the data in the cluster
representing a shorter nondimensional time to freeze, the ordi-
nate in Fig. 4 is given by the variable X} = X;(A/Apen) ™%,
where Ay = 3.310 is the mean value of the aspect ratio for
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Fig. 5 Nusselt number as a function of nondimensional cold bath temperature for% <tlty < %
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the data falling within this cluster. The empirical model repre-
senting this cluster of data in Fig. 4 is given by the following
correlation:

X4 = 3.60 x 10°(GrPr?)%”

The pair of dashed lines about this correlation in Fig. 4 represent
a 95 percent confidence interval for the data falling within this
cluster. The nondimensional time to freeze for the data within
this first cluster depends on the aspect ratio. For the data in the
cluster representing a longer nondimensional time to freeze, the
ordinate in Fig. 4 is given by the variable XI = X,(A/
Amean) O[04/ (0 mean ] %P, Where Apeas = 3.274 is the mean
value of the aspect ratio and (0, )pean = 1.29 X 10" is the mean
value of the nondimensional temperature of the cold bath for
the data falling within this cluster. The empirical model repre-
senting this second cluster of data in Fig. 4 is given by the
following correlation:

X¥ = 1.21 x 10%(GrPr?)%9

The pair of dashed lines about this correlation in Fig. 4 represent
a 95 percent confidence interval for the data falling within this
second cluster. The nondimensional time to freeze for the data
within this second cluster depends on both the aspect ratio and
the nondimensional temperature of the cold bath. The variables
X} and X¥ have been constructed to allow a direct comparison
between X, for the first data cluster and X, for the second data
cluster. (The value of X} in Fig. 4 may be interpreted as the
value of X, in the first cluster of data controlling for A, and the
value X7 in Fig. 4 may be interpreted as the value of X, in the
second cluster of data controlling for A and ©,.)

Estimates of Heat Transfer Rate

The time required to freeze a sample of water falls in two
distinct clusters, and the difference in the behavior of the data
between these two clusters can be attributed to some phenome-
non that occurs only after the water sample has reached 4°C.
This finding suggests that the convective heat transfer rate from
the water sample prior to time #/¢, = 1 may be correlated by
means of a single empirical relation, and that the heat transfer
rate from the water sample after time #/#, = 1 may be correlated
by means of two distinct empirical relations. The aim of the
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present section is to establish a single correlation for the con-
vective heat transfer rate for a time prior to ¢/, = 1, and to
establish two distinct correlations for the heat transfer rate after
t/ t4 = 1

The temperature data gathered in the present study permit
one to estimate the temperature of the water sample within the
test cell as a function of position and time, T(h, r, t), which
in turn permits one to estimate the internal energy of the water
sample as a function of time, U(¢). In all cases, the heat transfer
rate, (, can be estimated by means of an energy balance on
the sample of water, either on an instantaneous basis by means
of Q = —dU/dt or on a time interval basis by means of Q =
— AU/ At.

Estimating the Convective Heat Transfer Rate Above 4°C.
At times prior to /¢, = 1, the internal energy of the water
sample can be estimated by means of U = pVC,T,,,, where T,
is an estimate of the average water temperature. Assuming that
the water density and specific heat are constant for the purpose
of evaluating U, an empirically based estimate for T, (¢) can
be used to estimate the convective heat transfer coefficient, h
= Q/AT,, (A, is the wetted surface area of the cylindrical
container), provided that T,.,(¢) decays exponentially.

Table 2 Operating conditions and results for selected test cases

un T; Ty h t GrPr? [°N A X
oC oC cm  sec x 10 x 10 x 10

2 10 -138 762 579 0.58 1.85 3.08 322
13 10 -128 762 674 0.58 1.71 3.08 3.60
24 10 -129 762 639 0.58 172 3.08 342

6 30 -126 762 356 331 1.48 3.08 1.89
17 30 -134 762 751 3.3 1.57 3.08 4.10
28 30 -140 762 370 331 1.65 3.08 2,07
34 60 -142 7.62 439 5.66 145 3.08 248
39 60 -139 7.62 844 5.66 1.42 3.08 4.70
44 60 -148 762 842 5.66 1.51 3.08 4.84
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For each test run, T,,, was estimated at each time step prior
to t/t, = 1, and an empirical model for 7,,,(¢/1;) of exponential
form was fit on the domain 1/3 < t/#; < 2/3 by means of a
least-squares linear regression procedure. (These models were
fit on the domain 1/3 < t/t, < 2/3 to avoid the effects associated
with the initiation of each test and to avoid the effects associated
with the behavior of the gross fluid motions near 4°C.) In each
case, the fitted model was compared to the data to ensure that
the exponential form of the fitted model is appropriate, which
ensures that T, decays exponentially with /1, on the specified
domain, which in turn ensures that the convective heat transfer
coefficient may be taken to be constant on the specified domain.
The heat transfer coefficient, h, was estimated by means of the
time constant associated the exponential decay of T,.

Figure 5 presents the results for Nusselt number, Nu = hR/k,
for 91 of the 108 test cases run for the present study, including
estimates for experimental uncertainty. (The data for T, versus
t/1, for all three cases corresponding to 7; = 5°C and all nine
cases corresponding to T; = 10°C did not decay in a strictly
exponential fashion on the domain 1/3 < ¢/t, < 2/3 as required
by the method for estimating h described above. The data from
five other cases also did not meet this criterion, apparently due
to ‘“‘noise’’ in some of the temperature data on this domain.)
The solid line in Fig. 5 represents the following correlation:

Nu = 0.002930}"*

The pair of dashed lines about this correlation in Fig. 5 represent
a 95 percent confidence interval for estimates of Nu. The Nus-
selt number on this domain was found to be independent of A
and GrPr®, The primary conclusion to be drawn from Fig. 5 is
that the convective heat transfer rate within the water sample
prior to time t/t, = 1 may be correlated by means of a single
empirical relation for the test cases within the present study
without regard to the ultimate time required for the entire sample
of water to freeze in each case. This is consistent with the
finding that the nondimensional time required for the water
sample to reach 4°C is uniquely determined by A and GrPr’.

Estimating the Heat Transfer Rate Below 4°C. For the
period of time beginning when the water sample reaches 4°C,
t = t,, and ending when the water sample is completely frozen,
t = t;, the change in the internal energy of the water sample,
AU, can be estimated by means of AU = —pV[C, T, () +
h,s], where h, is the enthalpy of melting. [Note that this esti-
mate of AU assumes that 7, () = 0°C. However, this estimate
of AU is dominated by 4, so that if, for example, T, (#) =
—1°C, then the estimate of AU as given would differ from a
more precise estimate of AU, one accounting for the change
in internal energy of the sample below 0°C, by approximately
1 percent.] Estimates of the heat transfer rate below 4°C can be
expressed in terms of the nondimensional variable I, =
Qp*CiRIK.

Figure 6 presents the nondimensional heat transfer rate below
4°C, T1,, for 96 of the 108 test cases for the present study,
including estimates for experimental uncertainty. (All three
cases corresponding to 7; = 5°C and all nine cases correspond-
ing to T; = 10°C were not included.) As anticipated, the data
fall in two distinct clusters. Note that the data in each cluster
have been scaled in slightly different terms. For the data within
the cluster corresponding to a lower heat transfer rate (and a
longer time to freeze), the ordinate in Fig. 6 is given by the
variable I} = I1;®;""*. The empirical model representing this
cluster of data in Fig. 6 is given by the following correlation:

T} = 4.87 X 10"*(GrPr?) '

The pair of dashed lines about this correlation in Fig. 6 represent
a 95 percent confidence interval for the data falling within
this cluster. The nondimensional heat transfer rate, I1l,, for the
data within this first cluster depends on both ®, and GrPr?,
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but is independent of A. For the data within the cluster corre-
sponding to a higher heat transfer rate (and a shorter time to
freeze), the ordinate in Fig. 6 is given by the variable I1g =
T3 [AO,/(AB,)en] ™4, where (A®,)pean = 3.397 X 10 is
the mean value of the product of the aspect ratio and the nondi-
mensional temperature of the cold bath for the data falling
within this cluster. The empirical model representing this cluster
of data in Fig. 6 is given by the following correlation:

M}, = 1.07 X 10'8(GrPr?) "3

The pair of dashed lines about this correlation in Fig. 6 represent
a 95 percent confidence interval for the data falling within this
cluster. The nondimensional heat transfer rate, II,, for the
data within this second cluster depends not only on ®, and
GrPr?, but also on A. (The value of I1j in Fig. 6 may be
interpreted as the value of I15 in the second cluster of data
controlling for A®,.)

The primary conclusion to be drawn from Fig. 6 is that the
heat transfer rate from the water sample after #/¢, = 1 may be
correlated by means of two distinct empirical relations for the
test cases within the present study. Indeed, on the domain of
the present investigation, the nondimensional heat transfer rate
after t/t, = 1 for one cluster of data is approximately equal to
one-half the nondimensional heat transfer rate after ¢/z, = 1 for
the second cluster of data. This is consistent with the finding
that the nondimensional time required for the water sample to
freeze after it has reached 4°C is not uniquely determined by
A, ©,, and GrPr?, but rather the data for the nondimensional
time between 4°C and 0°C are divided into two distinct clusters,
with the nondimensional time between 4°C and 0°C for one
cluster of data approximately equal to twice the nondimensional
time between 4°C and 0°C for the second cluster of data.

Discussion

The results of the present experiments reveal that there are
circumstances in which warm water will freeze in less time than
cold water due to natural convection in the absence of significant
cooling by evaporation. For the purpose of these experiments,
the product GrPr? is only a function of the initial temperature
of the water sample and may safely be interpreted as the nondi-
mensional initial temperature of the water sample. Below GrPr?
~ 1.29 x 10° (corresponding to Ra =~ 2 X 10°), all of the
observed data for time to freeze fall within a single cluster
designated ‘‘longer time to freeze.”” Above GrPr’ ~ 1.29 X
108 (corresponding to Ra =~ 2 X 10%), the data for time to freeze
fall within two distinct clusters, designated either ‘‘shorter time
to freeze’’ or ‘‘longer time to freeze,”’ in a manner that is not
determined by GrPr® (or Ra). These observations suggest that
there exists some critical value for Rayleigh number, Ra, =~ 2
X 10¢, below which the sample of water will take a longer time
to freeze and above which the sample of water may take either
a longer or a shorter time to freeze depending on the manifesta-
tion of some instability that affects the cooling and freezing
process. Furthermore, the present results reveal that the time
required for the sample of water to reach 4°C falls under a
single description, while the time required for the sample of
water to freeze once it has reached 4°C falls under two distinct
descriptions, suggesting that the instability associated with the
process is related in some manner to the ‘‘density inversion
effect’”’ in the neighborhood of 4°C.

In the absence of further information, the most plausible ex-
planation of the observed phenomena is as follows: During the
entire cooling and freezing process, the rate at which energy
leaves the water in its liquid phase depends on the buoyancy-
driven motions that develop within the liquid water. The nondi-
mensional parameter associated with the strength of these con-
vective motions, the Rayleigh number, is an increasing function
of the initial temperature of the water sample. While it is not

FEBRUARY 1996, Vol. 118 / 71

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



sufficient, the value of the Rayleigh number is necessary to
explain the observed phenomenon. If the Rayleigh number is
above a certain critical value, then the flow within the sample
develops the potential to ‘‘jump’’ from a laminar to a turbulent
regime, but it will not actually become turbulent unless there
is a disturbance to trigger the instability in the flow field. The
convective motions for warm water have the potential to be-
come turbulent, while the convective motions for cold water do
not. However, the fact that warm water has the potential to
become turbulent does not ensure that it actually becomes turbu-
lent. Because the substance is water, which has a maximum
liquid density at a temperature above its freezing point, there
is a complete inversion of the flow field as the liquid passes
through a range of temperature near 4°C (the cooler water that
has been sitting near the bottom of the container suddenly rushes
to the top). For 64 of the 108 test cases within this study, this
inversion of the flow field near 4°C serves as the mechanism
to trigger a transition to turbulence, resulting in a higher freezing
rate and a significant reduction in the time to freeze.

Not every aspect of the proposed explanation of the observed
phenomenon, that warm water will freeze in less time than cold
water, can be justified directly from the temperature—time data
gathered in the present study. Since there is no measurement
of fluid velocity within the present study, there is also no direct
evidence of any transition to turbulence for any test run. Of
course, this does not mean there is no transition to turbulence
for some cases. It only means that a transition to turbulence
must be inferred from the behavior of the temperature field.

The proposed explanation of the observed phenomenon
places an emphasis on the convective motions that are estab-
lished within the liquid phase of the water sample during the
cooling and freezing process. These convective phenomena oc-
cur within the context of a solidification process in which the
volume of the liquid phase and the geometry of the boundary
between the solid phase and the liquid phase change with time.
In fact, the water sample is partially frozen at the point in the
process at which the instability in the process appears. It seems
plausible that, as the process advances, there is some interaction
between the geometry of the boundary between the solid phase
and the liquid phase and the convective motions within the

liquid phase. This interaction may warrant further investigation.

The nondimensional variables adopted in the context of this
study have been introduced for the purpose of facilitating the
construction of the correlations presented and for the purpose
of presenting meaningful graphical comparisons between the
two clusters of data. Unraveling the correlations developed for
the total time for the sample of water to freeze, the following
conclusions may be drawn about the relationship between #; and
the dimensional variables that were altered during the course
of this investigation, i.e., #, (T, — T}), and (T; — T,):

1 Within the cluster of data representing a ‘‘longer time to
freeze,”’

tfoc h3/4(TD . Tb)—1/4(Ti - Ta)l/l()

2 Within the cluster of data representing a ‘‘shorter time to
freeze,”

72 / Vol. 118, FEBRUARY 1996

tr o RVA(T, = T,) (T, — T,)"*

3 Atfixed values for &, (T, — T},), and (T, — T,), the value
of #, for the data within the cluster representing a ‘‘longer
time to freeze’’ is approximately twice the value of ¢, for
the data within the cluster representing a ‘‘shorter time
to freeze.”’

The conclusion that warm water may freeze in less time than
cold water and the conclusion that there exists some instability
in the cooling and freezing process do not rest in any essential
way on the present choice of nondimensional variables. Both
of these conclusions could be drawn from the present data ex-
pressed in terms of the dimensional variables investigated (see
Table 2).

Conclusion

Under certain circumstances, a sample of water that is ini-
tially warm will freeze in less time than an identical sample of
water that is initially cold due to natural convection alone, i.e.,
in the absence of significant cooling by evaporation.
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Surface

Radiometer by Applying a
Pseudo-Gray-Body
Approximation: Estimation of
Radiative Property for Metal

The visualization technique using an infrared radiometer has been widely used to
estimate a two-dimensional temperature distribution on a surface. We have previously

proposed various characteristics of the radiative properties for nonmetal surfaces on
which the gray-body approximation can be used. However, the gray-body approxima-
tion can not be applied to glossy metal surfaces, because the influence of the reflected
energy on the temperature measurement becomes severe, A pseudo-gray-body approx-
imation is therefore proposed to estimate a temperature field on metal surfaces
and its applicability is confirmed using an infrared radiometer with three detection

wavelength bands.

1 Introduction

Recently, nondestructive evaluation using an infrared radiom-
etry method has become more attractive. If we can establish a
quantitative infrared radiometry method near ambient condi-
tions, it will be useful to a wide variety of engineering applica-
tions, such as heat transfer measurement and invisible flaw diag-
nosis. The radiative properties should therefore be analyzed for
various material surfaces, and their characteristics should be
discussed under near-ambient conditions. Okamoto et al. (1991,
1993) have previously proposed various radiative characteris-
tics of the radiative properties for nonmetal surfaces on which
the gray-body approximation can be used. The wavelength de-
pendence of the radiative properties has also been estimated
on nonmetal surfaces. However, the gray-body approximation
cannot be applied to glossy metal surfaces, because the influence
of the reflected energy on the temperature measurement be-
comes severe.

We should learn more about an infrared radiometry method
for metal surfaces in addition to nonmetal surfaces. The pseudo-
gray-body approximation is proposed to estimate quantitatively
a temperature field on metal surfaces in a limited temperature
(293 ~ 373 K) and detection wavelength (2 ~ 13 um) range.
Its applicability is confirmed using an infrared radiometer with
three detection wavelength bands. In the same way as in our
previous studies (1991, 1993), various characteristics for metal
surfaces are suggested. Furthermore, the variation of the radia-
tive properties is discussed. If the pseudo-gray-body approxima-
tion is applied, the radiative properties for metal surfaces having
a directional property can be treated in a way similar to those
for nonmetal surfaces under the gray-body approximation.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 1994,
revision received April 1995. Keywords: Measurement Techniques, Radiation.
Associate Technical Editor: R. Viskanta,

Journal of Heat Transfer

Copyright © 1996 by ASME

2 Experimental Apparatus and Measurement

2.1 Optical Configuration and Test Piece. Figure 1 il-
lustrates the fundamental optical configuration of the infrared
radiometer, which is an imaging device. Energy radiated from
a surface is collected at the focus lens through the germanium
window, and the two-dimensional thermal image representing
radiation temperature then appears on the color monitor. Noted
that each scanning line is previously calibrated by a standard
blackbody furnace. The infrared radiometer can detect an area-
averaged surface radiation temperature for an area of 0.5 mm
X 0.5 mm when the distance between a target and a sensor is
at least 150 mm. However, a constant square area of 10 mm X
10 mm is scanned in the present study.

Materials for the test piece are stainless steel (SUS304), steel
(S35C), aluminum, and brass (Cu-30Zn). The size of test
pieces is 20 mm long, 20 mm wide, and 15 mm thick. Its surface
is cleaned up by an ultrasonic cleaner after polishing. The sur-
face roughness is estimated about 0.1 um using an electric
micrometer. The measurement field is covered by blackbody
surfaces, which are maintained at a constant temperature to
eliminate the multiple reflection. The test piece and the optical
device are installed in an enclosure, which is covered by black-
colored velvet texture to attain an ideal measurement field.
Moreover, the measurement space between the target and the
sensor is also surrounded by the water-cooled pyramid-shaped
hood to maintain a constant ambient temperature throughout all
experiments. The emissivity for the inside surface of the pyra-
mid-shaped hood colored by matting black becomes greater
than 0.99, and the enclosure surfaces can thus be treated as a
blackbody. The sample surface can be treated as a blackbody

- if its temperature is consistent with that of the enclosure. The

true surface temperature of the test piece is measured by the
thermocouple of 100 um diameter mounted 0.5 mm deep from
its central surface. A series of measurements are started under
thermal equilibrium when the surface temperature of the test
piece becomes constant. Under a constant temperature, individ-
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Fig. 1 Fundamental optical configuration of the present infrared radiom-
eter

ual experiments are repeated eight times and twelve temperature
data sets are obtained individually. The temperature data are
then ensemble-averaged after eliminating unusual values using
the modified Tompson-7 technique. The sensor is cooled by
liquid nitrogen, and the test piece is inclined at 15 deg toward
the vertical line. In general, the directional property of the emis-
sivity has a significant influence in the measurement under
larger inclination angle when using a narrow band infrared radi-
ometer,

2.2 Radiative Characteristics of the Infrared Radiome-
ter. Asshownin Fig. 2, we consider that the test piece surface,
S, is surrounded by blackbody surfaces, which are maintained
at ambient temperature, 7, to simplify the measurement field
as a standard measurement system. The test surface is heated
at temperature Ts. Radiosity, Qgz, is a quantity that is leaving
the surface, S, and is the summation of the emitted and reflected
energies. The reflected energy is incident from the surroundings
at T, to S and is transferred to the sensor, R. The sensor is
cooled at temperature Ty. Since the test piece is surrounded by
blackbody surfaces, the effect of multiple reflections between
a and § is negligible. Qg transferred from S to R is expressed
in the following form using emissivity, €, and reflectivity, ps:

Qsk = oes(Ts — Tk) + ops(Ta — Tx) (1

The hypothesis that T and T, are much larger than Ty is usually
true when the sensor is cooled by liquid nitrogen. Equation (1)
is therefore rewritten in the following form:

(2)

where the radiosity coefficient, a;, can be described in the fol-
lowing form using 7 and ¢,:

Qs = oesTs + opsTy = oasTs = ot}

Nomenclature

Bavironmnl a
€ ,Ta)

Sensor R
€xr ,Ta)

Ndiosil

Surfaee S
€ ,Ts)

Emission

Fig. 2 Concept model of the measurement field

as = (%) 3)

where T is the true temperature measured by the thermocouple,
which was previously calibrated using a normal thermometer.
ts is the indicated value of the infrared radiometer and is the
radiation temperature. The power index, n, for the total radiation
energy becomes 4.0. However, n for the narrow band infrared
radiometer is not consistent with 4.0 and varies according to
detection wavelength, X\, as shown in Fig. 4.

The infrared sensor, which has an adequate sensitivity, is
usually utilized in the wavelength range of 2 ~ 13 um. These
infrared sensors with three wavelength bands, such as In—Sb
(2 ~ 5 pym), Hg-Cd-Te (6 ~ 9 um), and Hg—Cd-Te (8
~ 13 pm) sensors, are used to measure the surface radiation
temperature. Detection sensitivities, ®, (percent), for three
kinds of sensors are illustrated in Fig. 3. It is clear from this
figure that the respective sensors have a selective wavelength
of several ym in width in the range of 2 ~ 13 ym.

Figure 4 illustrates the distributions of detection energy, Qys,
versus Ts. Qs for the respective sensors are derived from the
integration of @+ ®, with A. Noted that Q,, is the energy
described by Planck’s law. The blackbody emission, Q,, de-
noted by Stefan—Boltzmann’s law is also included in this figure.
It is obvious from this figure that the Hg—-Cd~Te (8 ~ 13 um)
sensor having the longest wavelength has the largest detection
energy for Ts = 300 K, and that energy decreases with decreas-
ing \. However, Qys for the In—~Sb (2 ~ 5 pm) sensor having
the shortest wavelength has the largest detection energy for T
= 450 K. The logarithmic form, Q,s = CT?%, in this figure shows
the linear-approximated detection energy for the respective sen-
sors. Noted that the values of » are shown in this figure.

2.3 Radiative Properties for Metal Surfaces. In mea-
suring radiation energy, the measurement field generally be-
comes complicated owing to the influence of reflection from
the surroundings. It is difficult to determine the reflected energy

a, = radiosity coefficient
B = bias limit
b, = radiative quantity under pseudo-
gray-body approximation
n = power index for respective sensors
@, = radiation energy radiated from
blackbody surface, W/m?
Q»s = detection energy for sensor, W/m?>
0,5 = linear-approximated detection en-
ergy for sensor, W/m?
1w = energy described by Planck’s law,
W/m?*
Qsr = energy incident upon the sensor or
radiosity, W/m?>

74 / Vol. 118, FEBRUARY 1996

S = precision index
SEE = standard error of estimate
T, = ambient temperature, K
Ty = surface temperature of sensor, K
T = surface temperature of test piece, K

ts = surface radiation temperature of
test piece, K
tso = surface radiation temperature
without reflectivity, K
U,pp = measurement uncertainty level
based on the 99 percent coverage

Ugrss = measurement uncertainty level
based on the 95 percent coverage

A = variation of radiative quantity
& = radiation temperature difference,

€5 = emissivity of test piece surface
\ = detection wavelength of sensor,
pm
v = degree of freedom
ps = reflectivity of test piece surface
o = Stefan—Boltzmann constant,
W/(m’K*)
®, = detection sensitivity of sensor,
percent
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Fig. 3 Detection sensitivity for three kinds of infrared sensors

quantitatively. Furthermore, if the measurement field is sur-
rounded by non-blackbody surfaces whose emissivity and re-
flectivity are not specified, the complicated effect of multiple
reflections between surfaces will occur. Therefore, it is neces-
sary to clarify the physical characteristics of a5, which is repre-
sentative of the radiosity.

A sample surface, whose emissivity is not given, can be
estimated by a two-color method (for example, Chen et al.,
1990). But its accuracy and applicability has not been discussed
in a practical use for near ambient condition. Iuchi (1992) tried
to enhance a measurement accuracy near ambient temperature
by changing observation angle. We estimate the sample surface
in a different way. Under a constant surface temperature, two
radiosity coefficients, as, and as,, corresponding to two ambient
temperatures, 7, and 7,,, are shown in the following equations
using Eqgs. (2) and (3),

Ta1 n tsl n

ds €s Ps( T, ) ( Ts> 4
TaZ " tSZ !

as2 €s Ps( T, > < T;) (5)

1000

T

Qo
SBlack body
emission
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Fig. 4 Distribution of detection energy for three kinds of infrared sen-
sors
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Fig. 5 Radiative properties on stainless steel surface measured by the
Hg~Cd-Te sensor (8 ~ 13 um) at T, = 293 K

values of the infrared radiometer. €5 and ps can be expressed
as follows using Egs. (4) and (5):

'n
_ as;Tay — asiTay

€ (6)
* "~ Th
ds) — Qg2
= = T% 7
Ps o .s €))]

The summation of both ¢ and ps, represented by bs term, is
given by the following form:

as\(Ts — Toy) — a2 (T5 —

n n
al — Ta2

T;
bs:ES+ps= l)

(8)

€5 for an inclined glossy metal surface has a directional property
if its temperature is measured by a narrow band infrared radiom-
eter. The summation of both €5 and pg does not become unity
in this case. The authors define the summation, bg, as the
pseudo-gray-body approximation in a way similar to the gray-
body approximation. by is the characteristic value for various
metal surfaces. ag is also given by the following form by trans-
forming Eq. (2) using bs:

Ta n
as = €s + (bs — €s)<—> &)
T
€s can be also derived by transforming Eq. (9),
s = as — bs(T./Ty) (10)

1 — (T,J/Ts)"

Finally, ¢ is also defined in the following form by substituting
Eq. (3) into Eq. (10):

Table 1 Averaged radiative properties on various material surfaces
measured by three kinds of sensors

Ty*298~873(K)

€3

sus ps

byve 3+p
-2}

Brass P

by*g s+py
X}

Al 23
by=e ¢tp
[

) 23
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24 \Variations of Radiative Properties for Metal Sur-
faces. Itis important to estimate the detection sensitivity of the
infrared radiometer in analyzing a minute radiation temperature
difference. Therefore, we introduce a variation of the measured
radiative properties for the sample surfaces.

Since a5 is a function of #5 and €5 as shown in Egs. (3) and
(9), we differentiate Eqs. (3) and (9) with respect to indepen-
dent variables to obtain its variation. The differentiated form
using e is the following form:

9as _ 1 _ (LY
665 Ts

The variation for emissivity, Aeg, derived from Eq. (12) is then
Aas
1 = A(TJTs)"

The differentiated form using ¢, is the following form:

das _ n(f_ e
Ots Ts Ts

The variation for radiosity coefficient, Aag, derived from Eg.
(14) is then,

(12)
.Aﬁs =

(13)

(14)

0.010 —————p—r—7—r T T T
AL oA&.:ss 7 ts\" 7' At
..... R 8us 3010023} Aas=n{=) (=2 (15)
0.008} ---- ] BRASS(0.0013 e s T Ts
p
g,./'f:, The variation for radiation temperature, At;, in Eq. (15) is
/

o o
o o
=] =]
& &
T T

o
o
o
N
]

Variance of radiosity coefficient Aag

-
.

) PR RN PR SN S W
0270 290 310 330 350 370 390 410

Temperature Ts (K)

Fig. 7 Variation of radiosity coefficients on various material surfaces
measured by the Hg-Cd-Te sensor (8 ~ 13 um) at T, = 293 K

ts = Tsles{l — (T/T5)"} + bs(T/T5)"1V" (1)

Noted that ¢ can also be calculated from Eq. (11) after estimat-
ing bs and 5. The calculated value of #; is merely to allow a
parametric study of how it varies for different values of e;.

empirically determined from the indicated value of the infrared

radiometer. Az can be also obtained as the following form by

substituting Eq. (11) into Eq. (15), and using Eq. (13):
Aesll = (T,/Ts)"1Ts

nles + (bs — €)(T./Tg)"| """

Ats defined as Eq. (16) is merely to allow a parametric study
of how it varies for different values of ¢s.

Ats =

(16)

3 Experimental Results and Discussion

3.1 Radiative Properties for Metal Surfaces. Figure 5
measured by the 8 ~ 13 um sensor indicates the radiative
properties of the test piece surface of stainless steel. The experi-
ment is performed when 7, = 293 K. These data are obtained
by Egs. (4)—(8) using the measured 7,,, T, and #;. The respec-
tive points are ensemble-averaged as mentioned in section 2.1.
It is obvious from this figure that e and ps are independent of
T in the range of the present experiment and that their summa-
tions, bs, are constant and below unity. We can treat the radia-

Table 2 Variations of radiative properties on various material surfaces measured by three kinds of sensors

at T, = 203K
T. T, In-Sb (2-5pm) Hg-Cd-Te (6-9um) | Hg-Cd-Te (8-13um)
=293(K)] () |Aes |Aa,s |Ats|Azs |Aas|Ats|Aces|Aas Aty
303 |0.0217)0.0060|0.2699/0.0026(0.0047(0.8168{0.0166|0.0024{0.1958
BRASS 323 70.0010)0.0055/0.4026/0.0214/0.0088/0.7814]/0.0138)|0.0047(0. 4856
858 10.0132(0,0107|1.1478/0.0128(0.0079]0,9797]0.0121/0.0066(0. 9488
303 10.0053]0.0013/0.0576/0.0189/0.0028/0.1474}0.0052/0.0007/0.0582
SUS 323 10.0022(0.0012]0.0688/0.0053(0.0022{0.1806}0.0027/0.0009{0.0878
353 |0.0049]0.0040)0.3795]0.0085(0.0022)0.2656/0.0028/0.0015/0.2018
303 |0,0086{0.0022|0.0991]0.0206|0.0084]0.2181({0.0055(0.0007|0.0575
AL 323 |0.0043]0.0025]0.1845}0.0092/0.0087)0.3381]0.0094]0.0081|0.8248
353 ]0.0043)0.0034]0.4547}0.0018{0.0011{0.1505/0.0028]0.0015/(0. 2095
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Table 3 Stratum of calibration error

Thermocouple Infrared radiometer
Error element B S v B S v
Scattering of thermocouple 0.1 - >30 0.4 0.3 >30
Standard error of estimate(SEE) - 0.399 >30 - 0.289 >30
Calibration error of thermocouple - - - 0.172 0.413 >30
Tolal value 0.1 0.399 >30 0.435 0.586 >30

Table 4 Stratum of data acquisition error

Thermocouple Infrared radiometer
Error element B S v B S v
Time variation of data - 0.00348 >30 - 0.0532 >30
[Time change & Eror of data readin: 0.1 0.1 »>30 0.0125 0.0125 >30
Error of zero compensation 0.1 - >30 - - -
Spatial non-uniformity - - - 0.0075 - >30
Total value 0.14 0.108 >30 0.0146 0.0546 >30

tive properties as a constant value for individual materials. How-
ever, they are dependent on \. It is presumed that the narrow
band sensors cannot detect omnidirectional information on an
inclined sample surface. A series of tendencies of the measured
radiative properties for brass, aluminum, and steel surfaces are
the same as the results for stainless steel. Therefore, the radiative
properties can be averaged in the range of 293 K-373 K and
are then shown in Table 1. €5, ps, and bs in terms of 7 are
summarized in this table, in which the data are measured by
the infrared radiometers with three detection wavelength bands.
If the sensor could detect total radiation energy, the wavelength
dependence would not appear on a gray-body or pseudo-gray-
body surface. However, since the range of the present detection
wavelength is in a narrow band, as mentioned earlier, the radia-
tive properties vary with .

The relation between T and ¢ for three materials is shown
in Fig. 6, in which the data are measured by the Hg—Cd-Te
sensor (8 ~ 13 pm). The experiment is performed when T, =
293 K. The lines shown in this figure indicate the values calcu-
lated from Eq. (11) with €5 as a parameter. bs is previously
determined from Table 1. The open symbols represent the em-
pirical data, which are the indicated values of the infrared radi-
ometer. It is obvious that the calculated values are well corre-
lated with the empirical data. The comparison between calcu-
lated and empirical data supports the availability of the proposed
equations. fs becomes lower than 75 when e; < 1.0 and increases
with increasing eg when Ts > 293 K. In particular, the rate of
increase of ¢; for €5 = 0.13 is lowest among the cases. It is
assumed that the influence of reflection becomes severe under
smaller €. That is, the radiation temperature difference, éts (=ts
— tso), described as Ts [=[es + (bs — e)(T/Ts)"1"" —
€¥"] increases with decreasing es under the same 7, and T
conditions, because by is nearly equal to unity. It should be
noted that tg, in which reflectivity is not included, can be
obtained using Eq. (11) with ps = 0. 8¢; means the intensity of
the reflected energy in other words. In general, £ is equal to T
on a blackbody surface, because €5 becomes unity. We can
obtain an equation for metal surfaces, s = Tsb{'", by evaluating
Eq. (11) with T = T,. s is nearly equal to T for metal surfaces
when 75 = T, because the measured b is about unity as shown
in Table 1.

Journal of Heat Transfer

Table 1 shows the measured radiative properties for three
kinds of sensors. It is obvious from this table that bs terms vary
by the detection wavelength of sensor.

3.2 Variations of Radiative Properties for Metal Sur-
faces. The variation analysis applying the pseudo-gray-body
approximation is performed when 7, = 293 K. ¢; and b5 in-
cluded in Eqgs. (13), (15), and (16) are those of the measured
results. by is referred to Table 1 and is defined as a fixed value.
€s is previously determined by Egs. (3) and (10) using the
measured T, Ty, ts, and by,

Figure 7 indicates the variations of a; measured by the Hg—
Cd-Te (8 ~ 13 um) sensor. It is obvious from this figure that
the lines calculated from Eq. (15) using the measured Ty, fs,
and Atg are well correlated with the empirical results presented
by the symbols. The empirical values are determined by the
variation of measured as. The respective variations are compar-
atively small. Noted that the variation of a; theoretically be-
comes zero when T = T,, because At calculated by Eq. (16)
becomes zero. Moreover, the measured variations of the radia-
tive properties are listed in Table 2. It is obvious from this table
that the variations are dependent on A and T;. Their variations
become larger with increasing T in the range of the present
experiment.

4 Uncertainty Analysis

We estimate the confidence levels of the empirical data by
applying uncertainty analysis based on ANSI/ASME PTC
19.1-1985 (1985). The final uncertainty levels when T = 55°C
are shown in Tables 3 and 4 for the thermocouple and infrared
radiometer. The relative uncertainty levels, U,pp and Ugsg, for
as are 3.21 and 2.73 percent. Uypp and Ugss for €5 are 8.14 and
6.19 percent. Uppp and Upgs for pg are 5.55 and 4.01 percent.
Uupp and Upggg for b are 6.81 and 5.34 percent. They are total
averaged values among the measured data for various materials
and surface temperatures when the infrared radiometers with
three detection wavelength bands are used. It is confirmed that
the measured data are useful in discussing the characteristics
of the radiative properties.
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5 Concluding Remarks

We clarify the physical characteristics of the radiative proper-
ties using the infrared radiometers with three detection wave-
length bands (2 ~ 5, 6 ~ 9, and 8 ~ 13 um). Radiosity
coefficient, radiation temperature, emissivity and their varia-
tions are measured on various metal surfaces, where the pseudo-
gray-body approximation can be applied. It is obvious from a
series of studies that the experimental results can be expressed
by the pseudo-gray-body approximation theory. That is, the
result that the emissivity and reflectivity are independent of
surface temperature indicates that their summation, bs, also be-
comes constant in the range of the measured temperatures (293
~ 373 K). Therefore, we confirm that the radiative properties
for metal surfaces can be treated in a way similar to those for
nonmetal surfaces under the gray-body approximation. More-
over, we find the wavelength dependence of the radiative prop-
erties for metal surfaces. We can discuss various quantitative
temperature data nondestructively after estimating the charac-
teristics of the present infrared radiometry. It will be necessary

78 / Vol. 118, FEBRUARY 1996

to develop this method further for various engineering applica-
tions to establish a practical method of temperature measure-
ment near ambient conditions. This method may be applied to
heat transfer measurement and invisible flaw diagnosis.
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Absorption/Scattering
Coefficients and Scattering
Phase Functions in Reticulated
Porous Ceramics

Spectral absorption and scattering coefficients and spectral scattering phase functions
have been derived for partially stabilized zirconia (PS Zr0,) and oxide-bonded
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Beaver{gﬁtr%rgxé;g% silicon carbide ( OB SiC) reticulated porous ceramics (RPCs) across the wavelength
Mem ASME range 0.4-5.0 um. These spectral radiative properties were investigated and quanti-

' Jied for 10 ppi ( pores/inch), 20 ppi, and 65 ppi materials. Radiative properties were

recovered from spectral hemispherical reflectance and transmittance measurements

J. R. Howell using inverse analysis techniques based upon discrete ordinates radiative models.

Two dual-parameter phase functions were investigated for these materials: one based
on the physical structure of reticulated porous ceramics and the other a modified
Henyey-Greenstein phase function. The modified Henyey—Greenstein phase function
provided the most consistent spectral radiative properties. PS ZrO, radiative proper-
ties exhibited strongly spectrally dependent behavior across the wavelength range
studied. OB SiC radiative properties éxhibited radiative behavior that was relatively
independent of wavelength across the wavelength spectrum studied. OB SiC also
demonstrated consistently higher absorption coefficients than PS ZrO, at all wave-
lengths. Spectral scattering albedos of PS ZrO; were discovered o be in the range
0.81~0.999 and increased as ppi rating increased, while those for OB SiC were
lower in the range 0.55-0.888 and decreased as ppi rating increased. The average
extinction efficiencies for 0.4-5.0 um were discovered to be 1.45 for PS ZrO, and
1.70 for OB SiC. Extinction coefficients were discovered to correlate well with geo-
metric optics theoretical models and electromagnetic wave/fiber interaction models
based on independent scattering and absorption mechanisms.

Department of Mechanical Engineering,
University of Texas at Austin,
Austin, TX 78712

Fellow ASME

Introduction

Radiative processes within reticulated porous ceramics
(RPCs) are fundamentally important in many energy system
applications currently envisioned for these materials. Reticu-
lated porous ceramics will be applied in advanced energy and
combustion systems, such as low NO, combustion burners,
next-generation jet engines, and ceramic automobile engines.
Solar thermal energy systems for fuel and chemical processing
are other applications where reticulated porous ceramics
(RPCs) are envisioned to exchange absorbed radiative energy
with a gas flowing through the porous structure. Bohn and
¢ Mehos (1990), Hale and Bohn (1993), and Couch (1989)
discuss solar thermal systems using ceramic solar receivers/
reactors to destroy hazardous wastes, detoxify organics in water
streams, absorb and transfer process heat, process carbon fibers,
and drive solar thermal chemical reactions. Space vehicle appli-
cations also exist, involving radiating aerobraking structures
and spacecraft radiator systems, where RPCs could be exploited.

Radiative processes within RPCs will be dominant mecha-
nisms in each of these future applications. Knowledge of the
spectral absorption coefficient, spectral scattering coefficient,
and spectrally dependent phase function of RPCs is critical
to successful implementation and efficient utilization in these
systems. It is also important to understanding basic radiative
behavior within these materials, and ultimately designing meth-
ods and systems for enhancing or diminishing radiative coupling

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 1995;
revision received October 1995. Keywords: Porous Media, Radiation, Radiation
Interactions. Associate Technical Editor: M. Modest.
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to the RPCs. The radiative properties are essential for pre-
dicting: (1) volumetric energy absorption, (2) volumetric en-
ergy scattering, and (3) temperature distributions within the
materials, coolants, and adjacent system components in system
performance simulations. Unfortunately, radiative properties of
RPCs are difficult to quantify analytically because of their com-
plex dodecahedral structure and high porosity (~80-85 per-
cent).

Prior work on RPC radiative properties has been limited.
McCarthy (1989) performed some experimental scattering
work investigating the multiple scattering phase function of
partially stabilized zirconia (PS ZrQ,) and silicon carbide
(SiC). McCarthy also estimated the total extinction coefficient
and scattering albedo for 10 pores/inch (ppi) PS ZrO, and SiC
for wavelengths 2.5-14.0 um from emittance and transmittance
measurements. These extinction coefficient estimates were not
spectrally dependent and were low because of multiple scatter-
ing effects. McCarthy was unsuccessful at determining single-
scattering phase function information. Skocypec et al. (1991)
determined effective extinction coefficients and scattering albe-
dos of 5 ppi, 10 ppi, and 20 ppi rhodium-impregnated reticulated
alumina ceramics by comparing experimental reflectances and
transmittances with predictions from a three-flux radiative
model assuming isotropic scattering. Hsu and Howell (1992)
recovered estimates of extinction coefficients for 10 ppi, 20 ppi,
30 ppi, and 65 ppi PS ZrO, from heat transfer experiments and
inverse analysis techniques using a combined thermal conduc-
tion/radiative diffusion model. Their extinction coefficients
were not spectral quantities, and they did not determine phase
function characteristics. Hale and Bohn (1993) determined the
extinction coefficient and scattering albedo of 10 ppi, 20 ppi,
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30 ppi, and 65 ppi reticulated alumina at 0.49 pm assuming an
isotropic phase function and constant albedo across the ppi
range.

This paper describes new experimental findings on spectral
radiative properties of partially stabilized zirconium oxide (PS
Zr0,) and oxide-bonded silicon carbide (OB SiC) in the wave-
length range 0.4~5.0 pm. Material categories of 10 ppi, 20 ppi,
and 65 ppi were investigated to determine effective absorption
coefficients, effective scattering coefficients, and scattering
phase function characteristics as a function of wavelength. The
porosity of PS ZrO, ceramics was approximately 85 percent,
while that for OB SiC ceramics was approximately 80 percent.
The internal filament (or strut) diameters in the interconnected,
spider-web-like, dodecahedral cell structure were: (a) 508 pm
and 356 um for 10 ppi and 20 ppi PS ZrO,, respectively, (b)
686 pm and 508 pm for 10 ppi and 20 ppi OB SiC, respectively,
and (c¢) approximately 100 pm for both 65 ppi materials. Inter-
nal spectral radiative properties were determined from spectral
hemispherical reflectance and transmittance measurements on
test specimens of differing thickness using inverse analysis tech-
niques.

Reflectance and Transmittance Measurements

Spectral hemispherical reflectance/transmittance measure-
ments were obtained using a computer-automated Model 746
infrared spectroradiometer system from Optronic Laboratories,
Inc., Orlando, FL. This system created unidirectional, mono-
chromatic incident radiation (1.2 cm beam diameter ) impinging
on cylindrical, 2.5 cm diameter test samples of varying thick-
ness. Incident radiation was centered on the cylinder axis and
directed approximately along the cylinder axis (10° off-normal
angle per system design specifications). Test sample external
boundaries were nonreflective. All measurements were taken at
room temperature as this research and experimental configura-
tion were not designed to study temperature-dependent effects.
Measurement uncertainties in reflectances and transmittances
were 210 percent. This was determined by measurement repeat-
ability on a variety of samples, measurement repeatability upon
sample rotation, and using different spectroradiometer configu-
rations in overlapping wavelength bands.

Voluminous spectral reflectance and transmittance measure-
ments for PS ZrO, and OB SiC were obtained for test samples
of 1-2 cm depth and wavelengths 0.4—5.0 um. The reader is
referred to Hendricks (1993) for a complete presentation and
discussion of the spectral reflectance and transmittance mea-
surements used in the inverse analyses to retrieve the spectral
radiative properties presented here. In general, PS ZrQ, exhib-
ited very spectrally dependent reflectance. PS ZrO, reflectance
typically started at intermediate values (i.e., ~0.4-0.5) at 0.4
um, then increased sharply to high values (i.e., =0.7) at 0.6
um, then remained at relatively high values at A. = 0.6-2.4 um,
then decreased abruptly at A = 2.6-3.0 pm to characteristic
reflectance minimums (i.e., 0.1-0.2) at 3.0 um, and finally

Nomenclature

increased gradually to slightly higher values (i.e., 0.25-0.4) at

= 3.2-5.0 pm. PS ZrO, reflectance generally showed very
little depth dependence for test sample depths of 1-2 cm. PS
ZrO, transmittance also exhibited very spectrally dependent be-
havior. It typically started at low values (i.e., 0.01-0.05) at 0.4
pm, increased rapidly to maximums at 1.3 pm, then gradually
decayed for A = 1.3-2.4 um, then decreased sharply at X =
2.6-2.8 pym to nearly its starting values at 0.4 ym, and finally
remained nearly constant at A = 3.0-5.0 um. PS ZrO, transmit-
tance generally demonstrated strong depth dependence for test
sample depths of 1-2 cm.

In general, OB SiC exhibited low spectral reflectances and
transmittances and relatively small variations with wavelength
across the wavelength range. OB SiC reflectances typically
started at 0.10-0.15 at 0.4 pm, then increased to a slight maxi-
mum (i.e., 0.15-0.17) at 0.5 pm, and then gradually decayed
for A = 0.6-5.0 pm to low values (i.e., 0.05) at 5.0 um. OB
SiC reflectances were generally depth-insensitive for test sample
depths of 1-2 cm. OB SiC transmittances remained nearly con-
stant at all wavelengths, but were very sensitive to depth for
1-2 cm sample depths. OB SiC transmittances were typically
below 0.08, and sometimes so low (i.e., ~0.001) that they were
difficult to measure. :

Two-Parameter Phase Functions

Two dual-parameter scattering phase functions were investi-
gated to determine which was more accurate and consistent in
predicting the reflectance and transmittance test data. The first
phase function was developed from investigations into the phys-
ical structure of the RPC matrix and physical reasoning about
the nature of radiative scattering off the RPC structure. This
produced the linear combination of a diffraction-dominated
phase function, an isotropic phase function, and a back scatter-
ing phase function, taking the mathematical form:

D(N, 0) = fior + (1 = fior — foekr) Porer(8)

+ foorpPomree(8) (1)
This phase function was termed the DRIFD phase function (i.e.,
Diffuse-Reflectance, Isotropic, Forward-Diffraction scattering ).
This function could simulate a variety of forward-peaked, iso-
tropic, and back-scattering combinations simply by adjusting
the two parameters, f;, and fy,. The diffraction-dominated
phase function, ®pre, was given by (Siegel and Howell, 1992):

2J,[x sin (8)] ]2

¥ sin (4) 2

Poipr(x, ) = X2 l:

The backscatter-dominated phase function, @Ppr rer, was that for
large, diffusely reflecting spheres given by. (Siegel and Howell,
1992):

a,, = spectral absorption coefficient,
-1
m

D = effective particle diameter, um
Dy, D, = fiber or filament diameter and

~ pore diameter, respectively, um

fisa = fraction of incident energy iso-
tropically scattered

Jraer = fraction of incident energy back

scattered
Jrwan = fraction of incident energy for-
ward scattered = 1 — fi.\ — forn

and order 1
p = porosity

+0')\,m

8ne =spectral Henyey—Greenstein
asymmetry factor
J: = Bessel function of the first kind

Q. = spectral extinction efficiency
# = angle between incident and scat-
tering directions, rad
\ = wavelength, ym
K, = spectral extinction coefficient = a,

® = single-scattering phase func-
tion
®p)er = diffraction-dominated phase
function [Eq. (2)]
Ppirrer = diffusely reflective phase func-
tion [Eq. (3)]
®,, = modified Henyey—Greenstein
phase function
Xx = particle size parameter =
TD/\
¥ = empirical geometry parameter

oy, = spectral scattering coefficient, m™"' in Eq. (6)
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Bogerar(9) = % [sin (8) — 6 cos (8)] (3)

When using this two-parameter phase function, energy conser-
vation considerations created the constraint condition:

ﬁx,)\ + ﬁ)ck.)\ =1 (4)

McCarthy (1989) proposed a similar linear combination of
Opirr and Ppprer, but used a different interpretation of the
linear coefficients and did not incorporate an isotropic scattering
component.

The second phase function was a modified Henyey—
Greenstein phase function (Prahl, 1988) given by the mathe-
matical expression:

(1 - gﬁg,x)
(1+ ghn— 2 guencos 8)'”

Drg (N, 0) = fign + (1 = fis) (5)

where —1 = g, = 1. A variety of forward, isotropic, and
back-scattering combinations could again be modeled simply
by adjusting the two parameters, f;;, and g,... When using this
function the constraint condition of Eq. (4) did not apply,
thereby simplifying the inverse analysis process.

Inverse Radiative Analysis Technique

The inverse analysis technique (Hendricks and Howell,
1994 ) essentially compared experimental reflectances and trans-
mittances with radiative model predictions for two different
sample thicknesses at each wavelength. Deviations between
model predictions and experimental data were then minimized
using a nonlinear, least-squares minimization algorithm based
on a modified Levenberg—Marquardt method, active set strat-
egy, and special numerical optimization techniques to incorpo-
rate constraint conditions. Two-dimensional, circumferentially
symmetric S, discrete ordinates models, implementing a ‘‘dia-
mond-difference’’ computation scheme and the LSH quadrature
set (Fiveland, 1991), were used in the predictive analysis to
calculate refiectances and transmittances under test conditions.
These models incorporated the two-parameter phase functions
discussed above, which introduced two additional parameters
into the radiative models and inverse analysis. There were then
a total of four variables to determine in the inverse radiative
analysis; absorption coefficient, scattering coefficient, and two
phase function parameters. This required multiple independent
measurements (four as a minimum) on multiple sample thick-
nesses to provide enough information to retrieve the four vari-
ables simultaneously.

Discrete ordinates radiative methods were implemented in
the predictive phase because they were easily integrated into
the inverse analysis, are relatively straightforward to implement
compared to other high-order radiative analysis methods, easily
incorporate spectrally dependent properties, and higher-order
models (i.e., Ss and higher) have shown very accurate predictive
capability. Direct transmittance of radiative energy was also
possible with these RPCs. Hendricks and Howell (1995) discuss
how this was quantified, the resulting modifications to the basic
radiative transfer equation for RPCs, and the different modeling
approaches possible with RPCs. The one serious defect of dis-
crete ordinates, ray effects, was not a problem because ray
effects are exacerbated by isolated radiative sources, purely
absorbing media, and reflecting boundaries, and none of these
characteristics existed in the analyses of our test conditions.
Furthermore, highly scattering sources, which was a characteris-
tic of our test analyses, tend to mitigate ray effects in discrete
ordinates.

Experimental spectral reflectance and transmittance data were
obtained for three different sample thicknesses of each material.
Each sample thickness for a given material category provided
a reflectance and transmittance test measurement at each wave-
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Fig. 1 Spectral absorption and scattering coefficients for PS ZrO,
(DRIFD phase function)

length; therefore two sample thicknesses were required as a
minimum for the inverse analysis. The third set of spectral
reflectances and transmittances could have been used in per-
forming the inverse analysis to recover the spectral radiative
properties. However, this significantly increased computational
time in the inverse analysis because it required an additional
Ss model execution at each iteration. The third set of spectral
reflectances and transmittances was used, instead, as verification
on the coefficients and phase function parameters obtained in
the inverse analysis. The recovered radiative properties were
used to predict the third set of reflectances and transmittances
using the same Ss models as in the inverse analysis, thereby
confirming the validity of the coefficients and phase function
parameters recovered in the inverse analysis (Hendricks and
Howell, 1994).

PS ZrO, Radiative Properties

DRIFD Phase Function. Figure 1 illustrates the spectral
absorption and scattering coefficients (a,, o)) recovered from
the 10 ppi/20 ppi ZrO, reflectance and transmittance data using
the DRIFD phase function. The spectral absorption coefficient
for 10 ppi/20 ppi PS ZrO, exhibited very spectrally dependent
behavior. The low absorption coefficients in the visible wave-
lengths (ie., 0.4-0.7 pum) explain why PS ZrO, appears
‘‘white”” on visual inspection. Spectral scattering coefficients
for 10 ppi/20 ppi PS ZrO, were generally much higher than
the absorption coefficients, and also demonstrated spectrally
dependent behavior, which was smaller on a percentage basis
than for the absorption coefficient.

The primary difference in radiative coefficients between 10
ppi and 20 ppi materials was that the scattering coefficients
were much larger in the 20 ppi materials. The 20 ppi absorption
coefficients were of approximately the same magnitude as for
10 ppi materials at short wavelengths = 2.6 pm, but then in-
creased to higher values than for 10 ppi absorption coefficients
at longer wavelengths 2.8—5.0 ym. The 20 ppi absorption coef-
ficients were expected to be larger than 10 ppi coefficients at
shorter wavelengths also, but the inverse analysis technique was
unable to resolve the differences at such low absolute magni-
tudes (i.e., 1 m™"). Larger scattering and absorption coefficients
were expected for 20 ppi materials because of smaller pore size,
and correspondingly higher density of scattering and absorption
sites, in the 20 ppi porous ceramic structure.
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Fig. 2 Spectral DRIFD phase function parameters for PS ZrO,

Figure 2 displays the spectral phase function parameters, fr.a
and f,.., recovered simultaneously in the DRIFD inverse analy-
ses. A noteworthy finding was that the spectral phase function
parameters produced an isotropic or nearly isotropic phase func-
tion (fi;x = 1.0) for wavelengths 0.4-2.4 ym, with at most
only a small forward scattering component. Hale and Bohn
(1993) assumed the phase function for reticulated porous alu-
mina was isotropic in their work at 0.488 pm. This work sub-
stantiated their assumption at this particular wavelength. The
wavelength range 2.6-3.2 um was where some rather dramatic
changes took place in the PS ZrO, scattering phase function.
The scattering phase function changed abruptly from completely
or nearly isotropic behavior at 2.4 um to strongly forward-
directed scattering behavior with a small isotropic contribution
at 3.2 pm. This strong forward-scattering behavior caused sharp
decreases in spectral reflectance to minimum values at 3.0-3.2
pm. It was noteworthy that the sharp reflectance changes in this
region were caused by sharp changes in phase function charac-
ter, rather than by significant scattering coefficient variations.
One remarkable and surprising result was throughout the wave-
length range the backscatter fraction, f,..», was found to be zero
by the inverse analysis for both 10 ppi and 20 ppi ZrO,. This
means that no strong backscattering contribution was necessary
in the scattering phase function to match the PS ZrO, spectral
reflectance/transmittance test data. This result indicated that the
strong backscatter component in McCarthy’s scattering phase
function data for PS ZrO, (1989) was caused by strong multiple
scattering effects, rather than a specific single-scattering phase
function contribution.

Figure 2 shows the spectral phase function behavior to be
approximately equivalent in 10 ppi and 20 ppi PS ZrO, materi-
als. Some optimum solution data suggested that the 10 ppi fiux
curve might be slightly more rounded at 2.6 xm, but the data
were inconclusive because the optimum solutions were not as
good in minimizing the prediction/test deviation function as
the optimum f;,.., shown in Fig. 2. One might expect that the 20
PP frwan data should be closer to completely isotropic scattering
conditions (~0.0) at 2.0-2.4 um, but the inverse analysis tech-
nique was unable to resolve the small phase function difference
represented by frgn = 0.1 versus fr, = 0.0. The important
point was that the 20 ppi phase function exhibited highly iso-
tropic behavior up to 2.4 um, and then showed a sharp change
toward forward-directed scattering at 2.6—3.2 um. This behav-
ior mirrored the 10 ppi phase function behavior. The decreasing
behavior of f,., for 20 ppi materials at wavelengths 3.6-5.0
pm was also similar to 10 ppi materials. The smaller f;,.., factors
for 20 ppi materials at 4.5 ym and 5.0 um were actually consis-
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tent with what one would expect for the less ‘‘open’’ structure
of 20 ppi PS ZrO,; the less ‘‘open’’ structure reducing the
forward-directed scattering in favor of more isotropic scattering
behavior.

Modified Henyey~-Greenstein Phase Function. In order
to determine if better reflectance and transmittance prediction
accuracy was possible, the modified Henyey—Greenstein
(H-G) phase function was also investigated to recover the radia-
tive properties through inverse analysis. This phase function
was studied because it has the capability to model not only a
very forward-peaked phase function behavior, but also a
broader, more rounded behavior in the forward-directed angles
simply by changing g, in Eq. (5).

Figure 3 illustrates the spectral absorption and scattering co-
efficients recovered by inverse analysis for 10 ppi/20 ppi PS
Zr0O,. PS ZrO, absorption coefficients exhibited exactly the
same behavior (i.e., spectral trends and magnitudes) in the short
wavelengths 0.4—2.6 pym as in the DRIFD analysis. The 20
ppi absorption coefficients were expected to be larger at all
wavelengths; but again, as discussed above, absorption coeffi-
cients for 10 ppi/20 ppi PS ZrO, were so low at A =< 2.6 ym
it was difficult to discern any differences between the 10 ppi
and 20 ppi materials. In the 2.8—5.0 pm range, absorption coef-
ficients also exhibited spectral behavior similar to the DRIFD
analysis and did show higher magnitudes for 20 ppi materials
compared to 10 ppi materials. Scattering coefficients exhibited
relatively small spectral variations on a percentage basis, and
showed slightly different spectral behavior and different magni-
tudes using the H-G phase function compared to the DRIFD
function. The reason for this was the modified H-G function
produced a much flatter, more rounded, and continuous phase
function behavior, which was a distinct contrast to the sharply
forward-peaked DRIFD phase functions that were difficult to
model in the discrete ordinates formulation. The combined ef-
fect of the slightly different scattering coefficients and phase
function behavior produced significantly better transmittance
prediction accuracy during the inverse analysis. The predomi-
nant difference in scattering coefficients between 10 ppi and 20
ppi materials was again that scattering coefficients were much
larger in the 20 ppi materials due to higher scattering site num-
ber densities.

Figure 4 presents the spectral phase function parameters, f;
and gy, simultaneously determined by inverse analysis with
this phase function. The 20 ppi phase function exhibited the
same spectral behavior as in 10 ppi materials, but with slightly
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Fig. 4 Spectral H-G phase function parameters for PS ZrO,

less forward-directed scattering character at the long wave-
lengths 2.6—5.0 um. This was consistent with the less “‘open’’
structure of 20 ppi materials, which would decrease the forward-
directed scattering in lieu of more isotropic scattering behavior.
This effect was shown more consistently in modified H-G analy-
sis results, probably due to more consistently accurate integra-
tion of the scattering contributions using the H-G phase func-
tion. Figure 4 also shows the phase function again abruptly
transformed from isotropic behavior to distinctly forward-di-
rected scattering behavior at 2.6—3.2 um in both 10 ppi and 20
ppi materials. As in the DRIFD results, this phase function
behavior was the major cause for the sharp decrease in PS
71O, reflectance at these wavelengths. The scattering coefficient
variations in this wavelength range, although certainly notice-
able, were relatively small on a percentage basis compared to
the dramatic phase function changes.

It was interesting and significant that similar changes in phase
function behavior were detected at 2.6—2.8 um in PS ZrO,
by performing the inverse analysis with two different phase
functions. It was not likely that modeling idiosyncrasies associ-
ated with either of the phase function models could have caused
exactly the same observed behavior. The phase function changes
in this wavelength region warrant further study to determine
what radiative interaction within PS ZrQ, is responsible for this
behavior.

One remarkable and interesting result was that f;;, was found
to be zero throughout the entire wavelength spectrum in the
inverse analysis, The single-parameter Henyey—Greenstein
phase function was able to model the phase function characteris-
tics quite adequately in predicting the reflectance and transmit-

In general, the set of optimum spectral radiative properties
with the Henyey—Greenstein phase function in the discrete ordi-
nates models did a more consistent and better job of predicting
the 10 ppi/20 ppi ZrO, reflectance and transmittance test data
than the radiative properties from the DRIFD inverse analyses.
The modified Henyey—Greenstein function was the better per-
forming phase function for 10 ppi/20 ppi PS ZrO; both in
predicting test data and detecting phase function characteristics
and differences. The reason was the Henyey—Greenstein func-
tion is a smoother, more continuous function with no sharp
peaks or discontinuities to accommodate in the radiative model-
ing. Therefore, the discrete ordinates models, with only a limited
number of discrete intensities in specific directions, could more
accurately integrate the scattering contributions in the RTE.

Table 1 shows the spectral radiative properties recovered for
65 ppi PS ZrO, using the H-G phase function in the inverse
analysis. Absorption coefficients showed the same general
trends observed in 10 ppi and 20 ppi materials. In general, 65
ppi absorption coefficients were significantly larger than those
for 20 ppi materials as expected. Scattering coefficients for 65
ppi PS ZrO, were also discovered to be extremely high com-
pared to those for 10 ppi and 20 ppi materials. The extremely
high scattering coefficients resulted directly from the high re-
flectances measured for 65 ppi materials (i.e., highest reflec-
tances measured in this study). The expected increasing trend
in absorption and scattering coefficients from 10 ppi to 65 ppi
materials was again because of increasing number density of
absorbing and scattering sites in higher ppi materials.

Another very interesting result exhibited in Table 1 was that
optimum or near-optimum phase functions throughout the
wavelength spectrum were either completely or nearly isotropic.
This was consistent with the general pattern toward more iso-
tropic scattering behavior exhibited from 10 ppi to 20 ppi mate-
rials. This phase function behavior was caused by: (1) the in-
creasing number density of scattering sites, which are more
randomly oriented in the higher ppi materials, and (2) the corre-
sponding significant decrease in direct forward transmittance in
higher ppi materials.

The very high scattering coefficients here created very severe
computational stability and accuracy requirements in the dis-
crete ordinates models, which limited the number of optimum
solutions found for 65 ppi PS ZrO,. Hendricks and Howell
(1994) discuss the computational problems in the inverse analy-
sis technique associated with these extremely high scattering
coefficients. Despite the computational problems, Table 1 was
created from: (1) the few successfully converged optimum solu-

Table 1 Spectral radiative properties of 65 ppi partially stabilized ZrO. (modified Henyey-Greenstein phase function)

Absorption Scattering
Wavelength  Coefficient Coefficient fsn  Bnga Remarks
(pm) (m™) (m™)
0.4 163+10% 3149+15% 0.0 0.0 Converged Optimum
0.6 30+100% 3600+20% 0.0 0.0 Non-Converged
1.2 10+100% 3300+20% 0.0 0.0 Non-Converged
2.0 20+100% 3324420% 0.0 0.0 Non-Converged
2.8 250+10% 2300+15% 0.0 0.0 Converged Optimum
4.0 289+10% 1712+15% 0.0 -0.14 Converged Optimum
4.5 225+10% 2273+15% 0.0 0.050 Converged Optimum
5.0 2154+10% 23454+15% 0.0 0.079 Converged Optimum
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Fig. 5 Spectral absorption and scattering coefficients for OB SiC
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tions determined by the inverse analyses, and (2) observing the
many interim computations performed during the nonconverg-
ing analyses to at least determine estimates of optimum solu-
tions.

OB SiC Radiative Properties

DRIFD Phase Function. Figure 5 shows the absorption
and scattering coefficients recovered for 10 ppi/20 ppi OB SiC
using the DRIFD phase function in the inverse analysis. The
absorption and scattering coefficients both exhibited only small
spectral variations for these materials, a sharp contrast to PS
ZrO, spectral behavior. OB SiC absorption coefficients were
also much higher than corresponding PS ZrO, absorption coef-
ficients (Fig. 1) at all wavelengths, particularly at the short
wavelengths 0.4—2.6 um where the OB SiC absorption coeffi-
cient were 5-10 times higher than in PS ZrO,. The higher
absorption coefficients in the visible wavelengths (0.4—0.7 pm)
explains why OB SiC appears ‘‘gray’” upon visual inspection.

Radiative properties for 10 ppi and 20 ppi materials showed
the same spectral behavior, only at different magnitudes for
the absorption and scattering coefficients and phase function
parameters. Figure 5 shows the 20 ppi absorption and scattering
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Fig. 6 Spectral DRIFD phase function parameters for OB SiC
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coefficients were significantly larger than for 10 ppi materials
as expected, again consistent with the larger number density
of absorption and scattering sites in the 20 ppi structure. The
noticeable dip in scattering coefficient at about 2.6 um was
believed to be an artifact of transmittance and reflectance mea-
surement uncertainties in the 20 ppi materials.

Figure 6 illustrates the phase function parameters, fp,q, and
Joern, simultaneously retrieved in the inverse analyses. These
phase function parameters represented a relatively strong for-
ward-directed scattering component in the phase function for
10 ppi and 20 ppi materials and showed little change across the
wavelength range. Remarkably, f,.\, Was again found to be
zero at all wavelengths, indicating no specific back-scattering
component to the phase function; again showing the strong back
scatter in the McCarthy SiC scattering data (1989) was due to
strong multiple scattering effects rather than a specific phase
function component. The slight decrease in f;,,, at 0.5 ym was
due to the reflectance. maximum at 0.5 um for OB SiC, the
phase function becoming slightly more isotropic and less for-
ward-directed to accommodate the reflectance increase. The
steady increase in fs,4 for 0.6—5.0 ym represents a gradual
shifting of phase function behavior toward less isotropic behav-
ior and more forward-directed scattering behavior. This effect,
and an increasing absorption coefficient, explained the gradually
decreasing reflectance with wavelength exhibited by OB SiC
after 0.5 pm. Figure 6 also shows the expected behavior of
lower fiwqy in 20 ppi materials compared to 10 ppi materials,
indicating more isotropic scattering behavior in 20 ppi materials
as expected.

Modified Henyey—-Greenstein Phase Function. The OB
SiC inverse analysis was also performed using the modified
H-G phase function to again determine whether better re-
flectance and transmittance prediction accuracy was possible.

Figure 7 displays the spectral absorption and scattering coef-
ficients for 10 ppi/20 ppi/65 ppi OB SiC discovered using
the H-G phase function. The 10 ppi/20 ppi/65 ppi absorption
coefficients all exhibited the same characteristic gradual in-
crease with wavelength. The relatively high absorption coeffi-
cients for OB SiC confirmed its superior absorption capabilities
relative to PS ZrO,. The 10 ppi/20 ppi/65 ppi scattering coeffi-
cients exhibited gradually decreasing behavior with increasing
wavelength, after an initial peak at 0.5 pm due to the characteris-
tic reflectance maximum of OB SiC at 0.5 um. It was the
combined effect of decreasing scattering coefficients and in-
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Fig. 8 Spectral H-G phase function parameters for OB SiC

creasing absorption coefficients with wavelength that caused the
decreasing reflectance and nearly constant transmittance with
wavelength for OB SiC.

The basic difference in 10 ppi/20 ppi/65 ppi absorption and
scattering coefficients was again that higher ppi materials dem-

onstrated higher coefficient magnitudes as expected. In particu- -

lar, Fig. 7 reveals a large increase in absorption coefficients for
65 ppi OB SiC compared to 10 ppi and 20 ppi materials, absorp-
tion processes definitely being more dominant in 65 ppi OB
SiC materials than in 10 ppi materials. Figure 7 also shows a
significant increase in scattering coefficient for 65 ppi OB SiC
relative to 20 ppi and 10 ppi materials. Scattering coefficient
spectral variations were still consistent among the 10 ppi, 20
ppi, and 65 ppi materials.

The spectral absorption and scattering coefficients demon-
strated much different spectral behavior and magnitudes using
the H-G phase function compared to the DRIFD phase function
(compare Figs. 5 and 7). These scattering coefficient differ-
ences are attributable to the much different directional scattering
behavior represented by these two phase functions. The very
different coefficient behavior in Figs. 5 and 7 highlights the
importance of what phase function representation is chosen and
its directional behavior in the radiative models used in inverse
analyses. It emphasizes the need to use compatible sets of radia-
tive coefficients and phase functions, and to determine radiative
coefficients and phase functions simultaneously in an inverse
analysis process.

Figure 8 shows the spectral phase function parameters for 10
ppi/20 ppi/65 ppi OB SiC simultaneously recovered in the
inverse analysis using the H-G phase function. The phase func-
tion parameter, fi, was again found to be zero at all wave-
lengths for all three materials. The phase function parameter,
Zien» displayed a small gradual shift as wavelength increased
from 0.4 pmto 4.9 um in 10 ppi and 20 ppi materials, represent-
ing a generally forward scattering phase function across the
wavelength range. The scattering phase function characteristics
of 20 ppi OB SiC showed the expected trend toward more
isotropic and less forward-directed scattering, with 20 ppi mate-
rials having f;;, = 0 and lower g, compared to 10 ppi phase
functions. More isotropic scattering in 20 ppi materials was
again consistent with the less ‘‘open’’ structure and higher den-
sity of randomly scattering sites in 20 ppi materials. It was
interesting to note that 10 ppi and 20 ppi OB SiC had a more
forward scattering phase function than was found in 10 ppi and
20 ppi PS ZrO, using the modified H-G function ( compare Figs.
4 and 8). This was compatible with the fact that 10 ppi/20 ppi

Journal of Heat Transfer

Table 2 Scattering albedo for different ppi ratings of PS ZrO, and OB
SiCc

ppi PS ZrO, OB SiC
Rating | DRIFD P.F. H-G P.F. | DRIFD P.EF. H-G P.F.
10 ppi | 0.85-0.998 0.81-0.999 | 0.83-0.888 0.62-0.81
20 ppi | 0.87-0.999 0.81-0.998 | 0.76-0.877 0.60-0.80
65 ppi 0.90-0.997 0.55-0.67

OB SiC has a more ‘‘open’’ structure compared to 10 ppi/20
ppi PS ZrO,, causing more forward scattering of energy when
treating the SiC/ZrO, structures as homogeneous materials.

Figure 8 also displays some very significant changes in phase
function behavior for 65 ppi OB SiC relative to 20 ppi and 10
ppi materials. The Henyey—Greenstein coefficient, gy, was
discovered to be approximately 0.1, with the parameter, fi,,
again being zero. This combination of f;,\ and g, represents
a very nearly isotropic phase function for 65 ppi materials. This
was not surprising as 65 ppi SiC materials have much smaller
pore sizes and much higher scattering site number densities than
20 ppi and 10 ppi materials. The direct transmittance through
65 ppi OB SiC was also very small; therefore, one would expect
less forward-directed scattering behavior.

Parameter Sensitivity Studies

Measurement uncertainties in the spectral reflectances and
transmittances (10 percent) necessarily created an uncertainty
in the radiative coefficients and phase function parameters re-
covered in the inverse analysis. Coefficient/parameter sensitivi-
ties were evaluated at some wavelengths for PS ZrO, and OB
SiC by introducing a *+10 percent error into the reflectance/
transmittance measurements and re-performing the inverse
analysis. The recovered radiative coefficients showed the fol-
lowing sensitivities or uncertainties due to the re-inversion pro-
cess: (a) for ZrO,, +18 percent variation in absorption coef-
ficients and +20 percent variation in scattering coefficients; (b)
for OB SiC, *11 percent variation in absorption coefficients
and *7 percent variation in scattering coefficients. The phase
function parameters were found not to vary as much in this
process; in isotropic scattering cases no change in phase func-
tion parameters occurred, and in anisotropic cases only a 10
percent variation (uncertainty) occurred. These sensitivity in-
vestigations established that the inverse analysis method is ro-
bust and reliable, and quantified just how accurately the recov-
ered coefficients/parameters are really known.

Other sensitivity studies were done by keeping reflectance/
transmittance measurements the same and varying the coeffi-
cient and parameter initial guesses in the inverse analysis. Varia-
tions in recovered coefficients and phase function parameters
in these cases were typically small in the range of 3—35 percent.
The inverse analysis method was generally quite good at repro-
ducing results.

Scattering Albedo Variations

Scattering albedos (o,/K,) were also calculated from the
absorption and scattering coefficient data for PS ZrO, and OB
SiC. Table 2 summarizes the spectral scattering albedo varia-
tions discovered using the DRIFD phase function and H-G
phase function.

One important result from the DRIFD scattering albedo data
for 10 ppi and 20 ppi PS ZrO, was that the scattering albedo
generally increased for 20 ppi materials relative to 10 ppi mate-
rials at all wavelengths. The DRIFD scattering albedo data for
10 ppi and 20 ppi OB SiC revealed the albedo for 20 ppi OB
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Fig. 9 Comparisons with geometric optics extinction model

SiC generally decreased compared to 10 ppi materials at all
wavelengths. These results contradicted the assumption of Hale
and Bohn (1993) in their radiative property work on reticulated
alumina, in which they assumed that the scattering albedo was
constant between 10 ppi, 20 ppi, 30 ppi, and 65 ppi materials.
Table 2 also shows the OB SiC albedos were generally lower
than PS ZrO, scattering albedos in the DRIFD phase function
case.

The H-G scattering albedo data for PS ZrQ, did show some
anomalies in the albedo trends. At some of the wavelengths,
the scattering albedo was higher in 20 ppi PS ZrO, than in 10
ppi materials. However, at the other wavelengths, the albedo
for 20 ppi PS ZrO, was actually approximately the same or
slightly lower than in 10 ppi materials. The H-G scattering
albedo for 65 ppi PS ZrO, did again demonstrate the increasing
trend compared to 20 ppi and 10 ppi materials at wavelengths
for which optimum solutions were achieved; this helped to alle-
viate the uncertainty created by the inconclusive 20 ppi PS ZrO,
albedo data. This points out how precarious it is to assume
anything about the albedo between these different ppi categories
for RPCs. The phase function choice plays a large role in the
albedo behavior. The advantage of this inverse analysis tech-
nique was it allowed simulation of a wide variety of phase
function behaviors in determining the optimum combination of
absorption and scattering coefficients and phase function which
satisfied the experimental data.

The H-G scattering albedos for 20 ppi and 65 ppi OB SiC
repeated the generally decreasing trend as ppi rating increased
at most wavelengths. 20 ppi OB SiC had lower scattering albe-
dos than 10 ppi materials and 65 ppi OB SiC scattering albedos
were much lower than in 20 ppi materials. The H-G scattering
albedos for OB SiC were also much lower than corresponding
albedos in PS ZrO,, thereby supporting the same observations
using the DRIFD phase function.

Geometric Optics Extinction Model

Hsu and Howell (1992) developed an extinction coefficient
model for RPCs based on geometric optics theory, in which
pore diameter, D,, and porosity, p, were the major empirical
parameters:
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K [mm™] =L(1 (6)

D, (mm] & TP

and ¥ = 3. Hsu developed this equation by considering the
porous ceramic as a suspension of monodispersed, indepen-
dently scattering spherical particles of pore diameter, D,. This
model was shown to work well in predicting measured total
extinction coefficients in PS ZrO, for pore diameters larger than
0.6 mm (Hsu and Howell, 1992), which essentially applies to
10 ppi and 20 ppi materials here.

Extinction coefficients determined from the absorption and
scattering coefficients of this research were also compared with
values predicted by Eq. (6) for PS ZrO, (p ~ 0.85) and OB
SiC (p ~ 0.80). Figure 9 illustrates the comparison between
the extinction coefficients determined here and predicted values
from Eq. (6). Extinction coefficients at long wavelengths (Long
\) and short wavelengths (Short \), which represent upper and
lower bounds on the wavelength-integrated extinction coeffi-
cients, are shown in Fig. 9. Experimental extinction coefficients
for OB SiC and PS ZrO, were generally higher than predicted

by Eq. (6) with ¥ = 3, but correlated well with Eq. (6) if the

parameter ¥ was adjusted to ¥ = 4.4 for PS ZrO; and ¥ =
4.8 for OB SiC.

Tong and Li (1995) show that the extinction coefficient and
extinction efficiency in porous media are theoretically related

by:
7 _ 4Qe,>\ _
Ky = <_7er ) (I=p)

where Dy is the fiber or filament diameter. If one uses appropriate
OB SiC filament diameters given earlier, Eq. (7) indicates the
extinction coefficient for a porous media of SiC fibers or fila-
ments corresponding to 10 ppi and 20 ppi OB SiC (1.7 mm
and 1.0 mm pore diameters, respectively) should be approxi-
mately 742—-835 m™" and 1000-1125 m™', respectively. This
theoretical estimate agrees well with experimentally derived OB
SiC extinction coefficients shown in Fig. 9. In addition, relating
Dy to D, for RPCs in Eq. (6) and then comparing Eqs. (6) and
(7), the average extinction efficiencies of PS ZrO, and OB SiC
fibers or filaments for A = 0.4-5.0 um were found to be 1.45
and 1.70, respectively. Tong and Li (1995) determined the

(7N
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theoretical extinction efficiency of SiC fibers for 0.4-5.0 ym
to be about 2.0 = 10 percent, thus showing good agreement
with this work considering the differences in SiC fibers in the
two studies. This research therefore shows that radiative pro-
cesses in RPCs are governed by the laws of geometric optics,
with minor adjustments to the resulting relationships, and by
independent scattering and absorption radiative mechanisms.

Conclusions

This research has revealed several conclusions concerning the
spectral radiative properties of PS ZrO, and OB SiC reticulated
porous ceramics (RPCs) in the wavelength range 0.4-5.0 um.
PS ZrO, spectral radiative properties were discovered to be
strongly dependent on wavelength, particularly the absorption
coefficient and phase function. In contrast, OB SiC spectral
radiative properties were found relatively independent of wave-
length, showing only slow changes with wavelength. OB SiC
demonstrated superior absorption characteristics, with absorp-
tion coefficients that were much higher than those for PS ZrO,
at all wavelengths. PS ZrO, generally demonstrated very high
scattering albedos in the range 0.85-0.999, while OB SiC
showed much lower scattering albedos in the range 0.55—0.888.
The scattering albedo in PS ZrO, increased with increasing ppi
rating (i.e., smaller pore diameters), while the scattering albedo
in OB SiC decreased with increasing ppi rating.

DRIFD and Henyey—Greenstein phase functions both were
successful in recovering useful radiative property information
for PS ZrO, and OB SiC. Henyey—Greenstein phase function
results were found slightly superior to DRIFD phase function
results in predicting reflectance and transmittance test data, and
consistently detecting proper phase function behavior and dif-
ferences among various ppi materials.

Total extinction coefficients based on experimental absorp-
tion and scattering coefficients from this research correlated
well with a geometric optics theoretical model, and an electro-
magnetic wave/fiber interaction model based on independent
scattering and absorption radiative mechanisms. The average
extinction efficiency at wavelengths 0.4-5.0 um was found to
be 1.45 for PS ZrO, and 1.70 for OB SiC.
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Heat Transfer in Open Cell
Foam Insulation

Heat transfer in open cell foam insulation occurs by conduction through the solid

D. Doermann

J. F. Sacadura

material and through the gas in the cell interior and by thermal radiation, which
propagates through the structure. The conductive process within these media is

described using a simple parallel-series model. Spectral volumetric absorption and
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Institut National des Sciences
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scattering coefficients as well as the spectral phase function are predicted using a
combination of geometric optics laws and diffraction theory to model the interaction
of radiation with the particles forming the foam. The particles considered are both

struts formed at the juncture of three cells and strut junctures. The radiative properties
can then be utilized to obtain a weighted extinction coefficient, which can be used in
the Rosseland equation to obtain the radiative flux. The innovative part of the work
lies in the radiative properties predictive model. This new model is compared with

simpler ones.

1 Introduction

Open cell carbon foam can be used as efficient thermal insula-
tion for high-temperature applications. Insulating foam consists
of a highly porous solid material. Foam cell appears to resemble
closely a pentagonal dodecahedron (Fig. 1) (Glicksman and
Torpey, 1987b; Glicksman et al., 1992; Kuhn et al., 1992). In
open cell foam insulation, heat transfer occurs by conduction
through the solid phase consisting of struts (Fig. 1) and conduc-
tion through the gas phase and by thermal radiation. Attenuation
of thermal radiation occurs via scattering and absorption by
struts formed at the junction of three cells.

This paper presents a predictive model for thermal transfer
in open cell foam insulation as a function of foam morphology,
porosity, thermal properties of solid and gas phases, and optical
properties of the solid phase. Previous works on prediction of
thermal transfer in foam insulation are recalled here. In recent
papers (Glicksman and Torpey, 1987b; Glicksman et al., 1992;
Kuhn et al., 1992) the conductive process within this kind of
structure is commonly described by using a simple parallel-
series model and the Rosseland weighting function is used to
determine the radiative conductivity. These models have been
proved to provide good results for foam insulation (Glicksman
et al., 1987). The main difficulty remains the prediction of
radiative properties of these complex materials. Two different
models have been adopted to determine radiative properties of
foam insulation:

* Glicksman and Torpey (1987b), and Glicksman et al.
(1992) considered foam as a set of randomly oriented black-
body struts and used an efficiency factor of one. They neglected
scattering by struts. The strut cross section was constant and
occupied two thirds of the area of an equilateral triangle formed
at the vertices (Fig. 1). The resulting extinction coefficient is
a function of the cell diameter and the foam porosity.

e Kuhn et al. (1992) used infinitely long randomly oriented
cylinders to describe the struts. The triangular cross sections
were converted into circular ones with the same geometric mean
cross section. Then they used Mie scattering calculations to
predict the radiative properties.

Glicksman’s model seems to be interesting because it is appli-
cable to the strut shape (the struts are not very long and their

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division October
1994; revision received July 1995. Keywords: Modeling and Scaling, Porous
Media, Radiation. Associate Technical Editor: M. F. Modest.
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cross section is not circular but roughly triangular). However,
the particle modeling is very simple and does not account for
strut juncture. Moreover, this model does not account for the
scattering phenomena by the particles. In this paper a more
realistic representation of foam particles is adopted and scatter-
ing phenomena are taken into account.

First of all the usual equations governing heat transfer in
foam are recalled.

Then the new predictive model for the foam radiative proper-
ties will be described.

Finally, an application to a carbon foam insulation will enable
us to compare the improved model to simpler ones.

2 Usual Model Equations Governing Heat Transfer
in Foam Insulation

The radiative flux g, can be added to the flux due to conduc-
tion through the gas and the solid phases forming the cell to
yield the total heat flux ¢. For one-dimensional steady heat
transfer the energy equation is given by:

dg ’
-2 =90 1
I (1)
with
dar
= —k.— + g, 2
q PR (2)

Foam insulation is usually thick enough to be considered as
optically thick. So the radiative flux can be approximated by
the Rosseland equation (Glicksman and Torpey, 1987a, b;
Glicksman et al., 1987, 1992):

dar
r = —kr_
a dx
3
K = 160T 3)
3Kx

where K} is the Rosseland mean extinction coefficient defined
by the following relation:
L_ "L 9en

—= dn (4)
Kr o K, de,

The Rosseland equation is valid when the medium absorbs
and scatters isotropically (Hottel and Sarofim, 1967). Scattering
measurements have shown that scattering by foam is highly
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td) (®)

Fig. 1 Dodecaeder model for a foam cell: (a) perspective view; (b) cross
section through struts

anisotropic (Glicksman et al., 1987). If the Rosseland equation
is used for this case with the extinction coefficient, there will
be considerable inaccuracy on the predicted flux.

A weighted scattering coefficient has been suggested to ac-
count for anisotropic scattering (Hottel and Sarofim, 1967; Lee
and Buckius, 1982):

ok = o, (1 — {cos &)

(5)
with

1
{cos B, = 0.5 f ®,(8) cos fd(cos 0) (6)
—1
where ®,(8) is the spectral volumetric phase function, o, is
the spectral volumetric scattering coefficient.
A weighted spectral extinction coefficient can be deduced:

(7

where «, is the spectral volumetric absorption coefficient. K#
is then used in the solution for isotropic scattering media.

According to Glicksman et al. (1987), the use of the
weighted extinction coefficient in the diffusion equation would
be valid for insulations of moderate or large optical thicknesses.
Glicksman et al. (1987) and Kuhn et al. (1992) have adopted
this weighted coefficient for foam insulation.

To evaluate heat transfer it is necessary to determine both
the conductivity in the absence of radiation, k., and the radiative
properties of open cell foam used to determine the weighted
spectral extinction coefficient K3 (Eqs. (5) to (7)). A model
equation (Schuetz and Glicksman, 1984), which predicts the
phonic thermal conductivity of an isotropic open cell foam sam-
ple, has been developed based upon the physical properties and
the porosity of foam insulation. Equation (8) includes the two
independent mechanisms of conduction heat transfer: conduc-

K{“=a>\+a;‘i\

Nomenclature

tion through the gas and through the solid material forming the
cell:

kc = kgas + %(1 - 5)ksolid (8)
where 6 is the void fraction or porosity of the foam.

This equation has been proved to lead to a satisfactory repre-
sentation of the foam conductivity and it was used in recent
works (Glicksman and Torpey, 1987b; Glicksman et al., 1992;
Kuhn et al., 1992). Therefore this equation was adopted in the
present work.

In the next part the model developed to predict the radiative
properties of open cell foams is presented.

3 Prediction of the Radiative Properties

The radiative properties of foam are required in Egs. (5) to
(7) to determine the weighted extinction coefficient used in the
Rosseland equation. They are the spectral volumetric scattering
and absorption coefficients and the spectral volumetric phase
function. They can be obtained from the radiative properties of
particles forming foam by adding up the effects of all the parti-
cles of different sizes (Brewster, 1992). These particle proper-
ties are dependent on particle shape and size.

3.1 Particle Modeling. The representation of the parti-
cles adopted in this work is somewhat different from Glicks-
man’s one. Particle modeling is closer to reality. It is deduced
from microscopic analysis. Two types of particle are considered
to make up foams: struts with thickness varying along them
(struts are thicker near their extremities, Fig. 2) and the strut
junctures (Fig. 3) formed from four struts intersecting. If N, is
the number of struts per unit volume, there are:

* N, particles of type 1, which are the struts;
* N,/2 particles of type 2, which are the strut junctures.

The other considerations are the same as those of Glicksman:

¢ the particles have a random orientation;

¢ the particles are thick enough to be considered as opaque;

* the strut cross-sectional area is on average 2/3 of the area
inscribed in a triangle defined by the strut vertices;

» the foam cells are taken as regular pentagonal dodecahe-
drons.

In this work combination of geometric optics and diffraction
theory is applied to determine the complete radiative properties,
accounting for the scattering phenomena. It can be noticed that
this theory has never been considered for foam in any previous
work.

b = dimension of the strut defined in

Fig. 5 Eq. (7)
bmx = dimension of the strut defined in
Fig. 5 ficient

e = radiative emissive power

G = particle cross-sectional area pro-
jected onto a plane perpendicular
to the incident beam

G = average geometric cross section of

g = heat flux
T = temperature
x = coordinate

a particle a = absorption coefficient
k. = conductivity in absence of radia-
tion 0 = polar angle

ky.s = conductivity of gas phase
k, = radiative conductivity
keoia = conductivity of solid phase
K = volumetric extinction coefficient

Journal of Heat Transfer

K* = weighted extinction coefficient,
K = Rosseland mean absorption coef-

I = thickness sample
N, = number of struts per unit volume

6 = foam void fraction (porosity)

p = particle hemispherical reflectivity
o = Stefan-Boltzmann constant
o, = volumetric scattering coefficient

o ¥ = weighted volumetric scattering
coefficient, Eq. (5)

® = phase function

®, = phase function of particles due
to diffraction

®, = phase function corresponding
to reflection

(cos 8) = asymmetry factor, Eq. (6)

Subscripts
b = blackbody
¢ = conductive
J = particle of type j (j =1, 2)
r = radiative
A\ = monochromatic wavelength \
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Fig. 2 Strut in perspective view; thickness is not constant

3.2 Results of the Combination of Geometric Optics
With Diffraction Theory. Some limiting regions of validity
for the scattering predictive models are defined by the magni-
tudes of the particle optical constants (7 = r — ik) relative to
the surrounding medium and of the size parameter, x (Brewster,
1992):

9

where d is the particle diameter and X is the wavelength.

In these limiting regions it is possible to apply simpler analyt-
ical results than the full Mie solution (Brewster, 1992). When
the particle is much larger than the wavelength (x > 1) and
the refractive index not very small (x|A — 1| » 1), which is
the case of the studied carbon foam, the series expansions used
to evaluate the expressions in the Mie theory converge very
slowly and geometric optics combined with diffraction theory
can be used to predict the scattering behavior.

According to Brewster (1992), for opaque particles, x = 5
is approximately the lowest value for which the phase function
predicted by geometric optics combined to diffraction theory
can reasonably approximate the phase function derived from
Mie theory. Carbon foams studied are used as insulation for
high-temperature conditions (3000°C) and the wavelengths
considered are less than 15 gm. In these conditions these materi-
als have a value of x > 5. The carbon foam sample studied in
this paper has a value of x ~ 13.7 for A = 8 uym.

For most situations involving multiple scattering, the diffrac-
tion contribution can be ignored and a total extinction efficiency
of unity used. But in order to obtain an accurate model all the
scattering phenomena are taken into account. Geometric optics
laws plus diffraction theory are applied and an extinction effi-
ciency of two is deduced. This theory is applied to the large
type 1 and 2 particles with random orientation. Expressions for
foam radiative properties are obtained from the work of Van
De Hulst (1957) and Brewster (1992). Van de Hulst (1957)
studied scattering due to reflection and scattering due to diffrac-
tion by large particles with random orientation. Brewster (1992)
provided results of the geometric optics laws combined with
diffraction theory but the case of randomly oriented particles
was not considered; the phase functions due to reflection and
diffraction were given for spherical particles. Using the Van de
Hulst and Brewster results, the application of the combination
of geometric optics laws and diffraction theory to the particles
of the two types considered in this study leads to the following
results:

K = 2Nu<(71 N %) (10)

on=(po t+ I)Nu<61+%) (11)

90 / Vol. 118, FEBRUARY 1996

o = (1 - pA)Nl,(G_l + %) (12)

where: G; is the average geometric cross section of the particles
of type j (j =1, 2) and p, is the spectral hemispherical reflec-
tivity of particles, defined as the ratio of energy reflected into
all solid angles to the incident energy arriving from all directions
over the hemispherical space.

The phase function obtained by adding up the effects of the
two types of particle is:

G,
2

G,+9%

2

Gi®n(9) + < )‘I)zx(g)

D, () =

(13)

where: @ is the angle formed by the scattered beam with the
direction of propagation before scattering; ®;, is the spectral
phase function of particles of type j.

This phase function ®,, resulting from the combination of
geometric optics and diffraction theories can be expressed by
the following relation:

o, (6) = 22.(8) + B4 (6) (14)
1+ pa

where: @, is the spectral phase function due to the diffraction

of particles of type j; ®, is the spectral phase function corre-

sponding to reflection.

These radiative coefficients, expressions (10)-(13), are
functions of N,, G;, ®,, P4, pr. The spectral hemispherical
reflectivity p, of the particle solid material can be found from the
literature but the other parameters still need to be determined.

3.3 Expression of the Phase Function Due to Particle
Diffraction, ®,,. From Bohren and Huffman’s calculations
(1983), the phase function due to diffraction by one particle
can be obtained. Moreover Van de Hulst (1957) has studied
diffraction by particles with random orientation. Bohren and
Huffman’s calculations and Van de Hulst’s theory can be ap-
plied to the two types of particle considered in the current work.
The result is given by the following expression:

GI|D;*(6, ¢)
G,

where: k is the wavenumber defined by k = (27/\), A is the
wavelength in the surrounding medium; 8, ¢ are the polar angles

2
O (6, @) = ‘I:—Tr (1 + cos 8) (15)

Fig. 3 Strut juncture; faces are curved
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i

Incident beam

Fig. 4 Diffraction by a large body with a geometric shadow area G,

of the scattered radiation direction (Fig. 4); G; is the particle
of type j, j = 1, 2, cross-sectional area projected onto a plane
perpendicular to the incident beam; D; is a complex function:

Dj(a’ d)) —_ Giff e~iksin0(xcos¢+ysin¢)dxdy (16)
J
G

G;7 | D;|* is the average of G}|D;|? over all possible angular
positions with respect to the direction of propagation.

A rigorous computation of the average value G?|D;|?, re-
quires the knowledge of the particle geometric cross section for
all potential angular positions with respect to the direction of
propagation, which is difficult due to the complex particle
shapes, especially for particles of type 2. Moreover this rigorous
calculation consumes_much time (triple integration for three
angular position). So G? | D;]? is approximated by G? | D;|?, D,
being calculated from G; for the two types of particle. The
difference between radiative fluxes obtained from the two ex-
pressions G7|D,|* and G?|D,|? (for the strut geometry) is
lower than 1 percent for data given in section 4. This approxima-
tion was then adopted.

The azimuthal symmetry is assumed. Equation (6) requires
the knowledge of the phase function &, (&), which is indepen-
dent of the azimuthal angle ¢. Then ®,,(8) is approximated
by the following expression:

2T
Dn(6) = %fo (8, $)dd (17)

3.4 Expression of the Phase Function Due to Reflection,
®,(0). To determine the phase function ®,(#) corresponding
to reflection, the following theorem is applied (Van de Hulst,
1957):

Theorem: The scattering pattern caused by reflection on a
very large convex particle with random orientation is identical
to the scattering pattern by reflection on a very large sphere of
the same material and surface condition.

The particles are considered as convex to apply this theorem
and reflection is supposed diffuse. The phase function corre-
sponding to reflection from large opaque diffusely reflecting,
diffusely absorbing spheres is (Van de Hulst, 1957, Brewster,
1992):

$,.(60) = 3 (sin @ — 8 cos 8) (18)
3

So the phase function is determined from Eqs. (13)-(18).
Consequently radiative properties (expressions (10)—(13)) are
functions of p,, G; and N,.

Doermann (1995) has determined G; and N, as function of
the foam porosity § and the strut dimensions b and b, defined

Journal of Heat Transfer

in Fig. 5. b is the strut minimum thickness and b,,,, the strut
maximum thickness. The calculations are long, so they are not
given here. They take into account geometric considerations. It
can be noted that b and b, may be obtained from microscopic
analysis (Fig. 5) more easily than a mean cell diameter (which
is required in Glicksman’s model). This is an advantage of the
new model taking into account a modeling particle closer to
reality. The porosity § (which is required in the current model
and in Glicksman’s model) can also be determined from micro-
scopic analysis. On the other hand the hemispherical reflectivity
of the solid material p, can be obtained from literature ( Toulou-
kian and Dewitt, 1970).

As a conclusion, the model allows us to predict the radiative
parameters K,, oy, a,, @, (Egs. (10) to (13)) from b, by, 6,
P, which values are easy to obtain.

Remark: The assumptions of this radiative properties pre-
diction model have been verified by comparing theoretical and
experimental results of bidirectional spectral transmittances by
using a Fourier transform infrared spectrometer (Doermann,
1995).

4 Application to a Carbon Foam and Comparison
Between Different Models

4.1 Data Used. The carbon foam sample data and the
boundary conditions used in this study are reported below.

Carbon Foam Sample Data. Microscopic analysis on open
cell carbon foam gave the following morphologic data:

b=3510"%m
Drax = 64 1075 m
6 =10975

N, is calculated from b, b, 6 by Doermann (1995) calcula-
tions. The value is:

N, = 0.2178 X 10"
Temperature boundary conditions:

¢ hot temperature, 7, = 3000 K,
¢ ‘cold temperature, 7, = 600 K.

Sample thickness: | = 10 X 1077 m

The carbon hemispherical reflectivity is obtained from the
literature (Fig. 6, curve A).

In Fig. 6 three curves of different graphite normal spectral
reflectivity are presented. The reflectivity from curve A is taken
as the hemispherical graphite reflectivity. It is assumed that

Fig.5 Microscopic analysis obtained from carbon foam sample (magni-
fication x400); determination of dimensions b and b,
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Fig. 6 Reflectivity comparison data. Key: (A} Autio and Scala pyrolytic
graphite A-face emissivity measurement (Autio and Scala, 1966); (B)
Ichikawa and Kobayashi C-face single crystal graphite, theoretical calcu-
lations (Autio and Scala, 1966); (C) Willis, carbon reflectivity calculated
from optical constants (Boulet, 1992).

hemispherical spectral reflectivities have nearly the same value
as normal spectral reflectivities.

The weighted extinction coefficient obtained from Eqs. (3)
to (7) and from the combination of geometric optics and diffrac-
tion theory is: K3 = 1319.1 m™*.

The optical thickness is: 13.19.

So this sample can be in fact considered as optically thick.

The gas in the foam is nitrogen. Its conductivity is calculated
from the following expression:

T

C 273
kpas = kol 1 + Wm'K™!
e = 0 273( c> (Wm™K™)

1+ =

T -
where:
ko = 0.0242 (Wm™'K ™)
C =161 (K)
Tin K

The cbnductivity of carbon is calculated from:

—1.309 1077 + 7.463 (Wm 'K ")

koiia =

In what follows when parameters are not specified, they will
take the values given above.

4.2 Numerical Calculations. Radiative properties are
predicted from the combination of geometric optics with diffrac-
tion theory applied to the two types of particles (struts and strut
junctures). The phase function obtained is highly anisotropic.
It is due essentially to the contribution of the diffraction phase
function. To determine the weighted extinction coefficient used
in the Rosseland equation, it is necessary to calculate the inte-
gral required in Eq. (6). This integral is numerically calculated
and a fine angular resolution is employed: a Gauss quadrature
of 24 directions is used (Nicolau et al., 1994b).

The coupling between thermal conduction and radiative trans-
fer is taken into consideration by using Egs. (1)~(4). The
control-volume method (Patankar, 1980) is used to solve the
energy equation and find the temperature field across the sample
(25 nodes are used and the grid is uniform). The averages over
the sample thickness of the radiative and conductive heat flux

Table 1 Comparison between the model results

Models ke(Wm-1K)  ke(Wm-1K-1) kr relative difference

Table 2 Comparison between model 0 and model 1 resulits for different
hemispherical reflectivity used

Hemisphencal  kr (Wm-1K-1) ke (We-IK-1) Yt relative dilterence
reflectivity p, model 0 mode] 1 / model 0(%)

A 1.921 2.103 9.5

B 1.730 2.103 215

C 2.012 2.103 4.5

can be deducted and a radiative (photonic) or conductive
(phonic) conductivity can be calculated:

L
(T, - T
R
ST -1

k. = gq,

ke

In the next step, three models (called models O, 1, 2) are
compared. The conductive part of these models is the same. In
these three models particles of two types (struts and strut junc-
tures) are considered. However, the predictive model of radia-
tive properties is different for each of these three models.

4.3 Description of the Radiative Property Prediction of
the Three Models.

Model 0: the radiative prediction of this model accounts for
scattering due to reflection and diffraction by the
type 1 and 2 particles. An extinction efficiency of
two is used (current model). '

in this model scattering is neglected and an effi-
ciency factor of one is used.

in this model diffraction is neglected and an effi-
ciency factor of one is used.

Model 1:

Model 2:

The radiative and conductive contributions to the total con-
ductivity obtained from these three models are compared in
Table 1. From this table, it can be noticed that, for the boundary
conditions (given above), radiative conductivity accounts for
roughly 94 percent of the total conductivity. The radiative con-
ductivity difference obtained from model 0 and model 1 is 9.5
percent. The difference between radiative conductivities ob-
tained with model 0 and model 2 is very small (0.6 percent).
These results are only valid for data described above. In the
next step the radiative conductivities obtained from these three
models are compared for different hemispherical reflectivity
and different particle dimension values. The emphasis is put on
a comparison between models 0 and 1 or models 0 and 2,
respectively, aiming to study the influence of neglecting scatter-
ing effects or diffraction effects respectively.

4.4 Comparison Between Model 0 and Model 1 Results

Influence of the Hemispherical Reflectivity, p,. The radia-
tive conductivities obtained from models 0 and 1 are compared
for the different considered hemispherical reflectivities. The
various reflectivities A, B, C are presented in Fig. 6. When
the hemispherical reflectivity increases, the difference between
radiative conductivities quickly increases (Table 2). For the
hemispherical reflectivity of curve B, the percentage difference
is 21.5 percent and neglecting or not the scattering has an im-
portant influence on the result.

Table 3 Comparison between model 0 and model 1 results for different
strut dimensions used

/ model 0 (%)
model 0 0.130 1.921 b.b (10'6m) ke (Wm- 1K Ty kr (WmTK-T) Krrelative difierence  *
i model 0 model | / model 0 (%)
model 1 0.130 2.103 9.5% b=32.b, =60 171 1961 o5
model 2 0.130 1.909 0.6% b =38, =68 2052 2,245 9.4
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Table 4 Comparison between models 0 and 2 results for different strut
dimensions

bb_(10° kr(Wm-1K-T) ke(Wm-IKT) K relative dilferonce
wd(10%m) model 0 model 2 7 model 0 (%)

b =325, =60 1791 1.780 0.6

b= 38,by, = 68 2.052 2.038 0.7

Moreover, it can be noticed that when the hemispherical re-
flectivity increases, the radiative conductivity decreases.

Influence of the Particle Dimensions. The radiative conduc-
tivities obtained from models 0 and 1 are compared for various
particle dimensions. From Table 3 it can be observed that the
percentage difference is nearly independent of the particles di-
mension; the value is of about 9.5 percent.

Moreover, it can be noticed that when & is fixed and N, is
calculated from the parameters 6, b, by, if particle dimensions
increase, radiative conductivity increases.

4.5 Comparison Between Model 0 and 2 Results, Radia-
tive conductivities obtained from models O and 2 are compared.
In model 2, diffraction effects are neglected. The radiative con-
ductivity percentage difference obtained from the two models
is very small, about 0.7 percent (Table 4) and this result is
independent of particle dimensions. So the diffraction contribu-
tion can be neglected and it is admissible to use a total efficiency
factor of unity. This can be explained by the sharply forward
peaked values of the phase function due to diffraction (8 = 0
to 6 deg depending on the particle dimensions).

5 Conclusions

A predictive model for thermal transfer in open cell foam
insulation is presented. The conductive process within these
kinds of structure is commonly described using a simple paral-
lel-series model. Common commercial foam insulation can be
treated as optically thick, enabling the use of the Rosseland
approximation to predict the radiative heat transfer. To account
for the foam anisotropic scattering, the weighted extinction cal-
culated from the foam radiative properties is used in the Rosse-
land’s equation. The main difficulty in predicting heat transfer
in open cell foam insulations is the determination of radiative
properties. In this paper a new model of radiative properties
prediction is adopted. Particle modeling is very close to reality;
struts and strut junctures are considered. Particle dimensions of
carbon foam studied here are located in the limit region where
geometric optics and diffraction theory can be used to predict
radiative properties taking into account scattering behavior
(md/\ > 1 for the wavelength range of this study, 2 yum = X
= 15 um).

The model described in the current paper is applied to a
carbon foam and a comparison with simpler models is carried
out. It can be summarized that:

e There is a substantial fraction of heat transfer through
foam insulation due to radiation and especially for high
temperature boundary conditions (94 percent (Table 1)).

¢ Neglecting scattering is valid only for low reflecting mate-
rial. When the material hemispherical reflectivity in-
creases, the radiative conductivity difference between the
complete model and the model neglecting scattering in-
creases quickly up to 21.5 percent (Table 2).

o For the particle dimensions used in this study, diffraction
can be neglected (0.7 percent, Table 4).

Journal of Heat Transfer

e The influence of particle dimensions and material re-
flectivity on foam conductivity was also studied. It can
be deduced that using a material with higher reflectivity
would lead to a decrease in foam conductivity. If porosity
§ is fixed and N, is calculated, when particle dimensions
increase, foam radiative conductivity simultaneously in-
creases.

This new model represents a real improvement of the previ-
ous work on radiative properties prediction of foam insulations
for the following reasons:

e the input data (b, by, 0, p)) are easier to obtain and can
be more precisely measured than those in previous work.
This represents a considerable advantage.

¢ the scattering is taken into account and it permits to study
the influence of solid reflectivity;

¢ the more realistic model results in an improvement in the
accuracy of the results.
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Correlation of Measured and
Computed Radiation Intensity
Exiting a Packed Bed

P. D. Jones
The spectral and directional distribution of radiation intensity is measured, using a
direct radiometric technique, at the exposed boundary of a packed bed of stainless
D. G. MclLeod steel spheres. The purpose of these measurements is to provide an experimental data

base of radiation intensity with which to correlate intensity field solutions of the
radiative transfer equation in participating media. The bed is considered to be one-
dimensional, is optically thick, and has measured constant-temperature boundary
conditions. Intensity exiting the bed is numerically simulated using a discrete ordi-
nates solution to the radiative transfer equation, with combined mode radiation-
conduction solution of the coupled energy conservation equation. Radiative properties
for the bed are computed using the large size parameter correlated scattering theory
derived by Kamiuto from the general theory of dependent scattering by Tien and
others. The measured intensity results show good agreement with computed results
in near-normal directions, though agreement in near-grazing directions is poor. This
suggests that either radiative transfer near the boundaries of this medium might not
be adequately represented by a continuous form of the radiative transfer equation,
or that the properties derived from correlated scattering theory are insufficient. In
either case, development of a more detailed radiation model for spherical packed

D. E. Dorai-Raj

Mechanical Engineering Department,
Auburn University,
Auburn, AL

beds appears warranted.

Introduction

Radiative heat transfer through radiatively participating me-
dia (such as absorbing-emitting gases, particle suspensions,
semi-transparent liquids, or solid matrices) is governed by the
Radiative Transfer Equation (RTE). The RTE is stated in terms
of radiation intensity, a scalar that varies with spatial location,
direction, and wavelength, and is coupled through temperature
to the energy conservation equation. The RTE is a difficult
integrodifferential equation with relatively few analytical solu-
tions, and these are generally restricted in range of application.
A wide variety of approximate and computational techniques
have therefore been developed to solve unrestricted forms of
the RTE (Viskanta and Mengti¢, 1987; Howell, 1988). One of
these, the Monte Carlo method (cf. Siegel and Howell, 1992;
Modest, 1993), is even widely considered to be exact, provided
that enough random energy paths are simulated to constitute a
statistical continuum, and the medium is defined in sufficient
detail. However, it is still necessary to rely on experimental
correlation in order to verify the ultimate correctness of model-
ing assumptions and simplifications, constitutive mechanics,
and radiative material properties.

The RTE is written in terms of the radiation intensity, which
must be the quantity measured for RTE solution correlation.
Intensity itself can be a difficult quantity to measure, and so
the heat flux or temperature fields that result from radiation-
dominated situations have often been measured instead. Such
experiments provide a general measure of the accuracy of over-
all heat transfer modeling, including radiation, but cannot pro-
vide the level of detail necessary to guide improvements in
intensity field modeling. For this purpose, it is necessary to
measure spectral and directional distributions of radiation inten-
sity, in addition to spatial variations,

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division September
1995; revision received November 1995. Keywords: Packed and Fluidized Beds,
Radiation. Associate Technical Editor: M. Modest.
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Radiative heat transfer prediction depends upon accurate ma-

‘terial property information in addition to accurate RTE model-

ing techniques, and the properties themselves continue to be a
source of uncertainty. To this end, most measurements of spec-
tral-directional radiation intensity in participating media involve
relatively simple geometries and boundary conditions, so that
there will be little doubt about the RTE modeling, and radiative
properties may be inferred. For example, Kamiuto et al. (1991a,
b), and Kamiuto (1992) investigate cold planar packed beds
of spheres (monodisperse and polydisperse), where a mono-
chromatic laser beam impinges on one side of the bed, and the
beam’s intensity exiting the bed is measured as a function of
angle. The exiting intensity data may be correlated with quasi-
analytical solutions of the RTE (normal, collimated intensity
propagating through cold one-dimensional media) to yield the
extinction coefficient, the scattering albedo, and a scattering
phase function distribution parameter. The RTE modeling com-
plexities of noncollimated boundary conditions and nonisother-
mal media, which would cloud the property identification issue,
are thus avoided. Similar work is reported for foam insulation
by Glicksman et al. (1987), using a CO, laser source, for fibrous
insulation by Saboonchi et al. (1988), using a blackbody source,
and for particle suspensions by Menart et al. (1989), using a
graybody source. Hendricks and Howell (1994 ) examine reticu-
lated porous ceramics using a commercial spectroradiometer
system, reducing spectral radiative property data with a discrete
ordinates technique. Nicolau et al. (1994 ) examine several insu-
lation materials using a blackbody source and a wavelength
discrimination system to determine spectral property distribu-
tions, and apply a formal parameter identification analysis.
Given a radiatively participating material with known proper-
ties, apparatus similar to those cited above may be turned toward
the question of accuracy in RTE modeling. Nelson and Satish
(1987) address the attenuation and directional redistribution
of a normally incident laser beam propagating through a cold
disperse-particle medium, whose properties are known to corre-
late well with Mie theory. By measuring the exiting normal
intensity as a function of spatial displacement from the axis of
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incidence, they were able to correlate a measured monochro-
matic intensity with the predictions of an approximate two-
dimensional version of an exact one-dimensional single scatter-
ing RTE solution. Skocypec et al. (1987) and Walters and
Buckius (1991) report measurements of the normal direction,
spectral intensity exiting a hot, disperse gas-particle flow of
nonuniform temperature profile. Radiative properties are taken
from experimental data. Correlation is made with a commercial
radiative transfer code. These data are of particular interest as
the intensity source is the nonuniform thermal emission of the
medium itself, and thus intensity measurements are correlated
with RTE modeling in a more general application than in experi-
ments whose goal is property determination.

The object of the present work is to measure the directional
and spectral distributions of radiation intensity exiting the
boundary of a radiatively participating medium, for present and
future correlation of these measurements with the predictions
of overall heat transfer and radiation modeling. The goal is to
provide measured spectral-directional intensity data for correlat-
ing RTE solutions in a nonisothermal medium with boundary
emission and reflection; such information is extremely rare in
the present literature. A one-dimensional (plane parallel) me-
dium is chosen in order to simplify and clarify correlation. A
spherical packed bed is chosen as its radiative properties are
relatively broad-banded (as opposed to the high spectral depen-
dence of properties of gases), it has inherent spatial stability
(unlike suspensions of particles), and it has a clearly defined
geometry (more so than porous or fibrous materials). Because
a packed bed might be modeled using either a simple continuous
radiation model, or a more complex discrete model (Tien,
1988), the packed bed medium itself might be considered to
be a somewhat demanding application. Spectral, directional in-
tensity exiting this medium is measured by adapting the spectral,
directional radiative surface property apparatus presented by
Jones et al. (1995) for use with a 9-mm-deep continuous me-
dium. The discrete ordinates numerical method is applied to
RTE modeling for use in correlating computations. This tech-
nique is favored for many applications for its flexibility and
ease of coding (Fiveland and Jessee, 1995). Properties for com-
putations are drawn from the literature, using measured radiative
surface properties for final specification of the effective bed
properties.

Experiment

Apparatus. The participating medium is comprised of a 75
mm X 75 mm X 9.0 mm bed of type 316 stainless steel bearing
balls (of the type supplied for manufacture of ball point pens),

1 mm in diameter, laid into an enclosure of the dimensions
given above, and shaken and tamped to achieve stable packing.
It is assumed that the packing geometry is random. The porosity
is determined by weight to be 0.3713. The bed is kept horizontal,
and is open to the atmosphere on its top surface. The bottom
surface of the bed rests on a heater block (75 mm cube of
high grade copper with embedded cartridge heaters and control
thermocouples). The enclosure sides are formed by 316 stain-
less steel plates, 6 mm thick, and all are packed on five sides
in ceramic wool insulation blanket 75 mm thick (no material
extends above the medium’s open top surface). This packing
is held in a casing, which is suspended by trunnions from a
slotted arc rack (Fig. 1). Setting the trunnions into different
slots in the rack and rotating the optical path’s collecting reflec-
tor allows the intensity to be measured at different angles rela-
tive to the surface normal. The medium temperature is sensed
by two 1-mm-dia high-temperature thermocouple probes, laid
into the top and bottom ball layers. When heated, the steel and
copper both oxidize. A thick (~0.4 mm), crusty, black oxide
forms on the copper boundary surface. Bright colors are ob-
served through the stainless steel oxide, indicating the possibil-
ity of only first-order interference by the oxide in the underlying
optical behavior of the steel, and an oxide thickness of less than
100 nm. In order to ensure that oxide growth does not continue
during measurements, the bed is heated with the heater block
set at 900 K for 200 h. Transient intensity measurements
through this period demonstrate that steady state is achieved.
Examination of the oxidized balls following measurement runs
shows no discernable variation in the oxide thickness on the
balls with location in the medium.

The rest of the radiation intensity measurement system (Fig.
2) is essentially that employed by Jones et al. (1995), which
measures radiative flux within a finite cell of solid angle and
band of wavelength. Design details are described in McLeod
(1995). Radiation exiting the medium is reflected and colli-
mated by the collecting reflector (an off-axis parabolic seg-
ment). The collecting reflector is on a rotating mount, so that
it can be rotated to view either the calibrating blackbody (shown
to the right of the reflector in Fig. 2) or the packed bed (shown
in plan view underneath the reflector in Fig. 2, and in elevation
in Fig. 1). The measurement spot size, as indicated by diode
lasers used for optical path alignment, appears to be a little less
than 3 mm, or three ball diameters. The collimated beam is
trimmed to 19 mm diameter and chopped to allow comparative
noise filtering. The beam is transmitted through one of a battery
of optical edge filters and refocused into a 3 m grating mono-
chromator. The output of the monochromator is focused onto

Nomenclature

a, b, ¢ = quadrature weight adjustment
parameters

C = calibration factor for radiome-
ter reading

d, = spherical bed particle diameter,

m

g, = Henyey—Goldstein anisotropic
parameter

I, = spectral intensity, W/(m?sr
pm)

I, = spectral blackbody intensity,

W/(m?sr pm)
k = thermal conductivity, W/mK

m = directional mesh index

M = directional mesh size (twice
quadrature order)

N = spherical bed particle number
density, m™>

Journal of Heat Transfer

p = scattering phase function
Q.. = extinction efficiency
R = radiometer reading, W/m?>
S = sample standard deviation
90 = Student-f parameter, 2 d.o.f., 90
percent confidence
T = temperature, K
u = uncertainty, units of subscript
w,, = quadrature integration weight
y = spatial coordinate, m
y, = bed depth, m
[ = extinction coefficient, m~
v, = bed extinction parameter
&\ = monochromator wavelength inter-
val, pm
6Q = optical path acceptance solid
angle, sr

1

€\ = spectral emittance (directional or
hemispherical )
6 = polar angle, rad
\ = wavelength, um
o, = Stefan—Boltzmann constant = 5.67
X 107® W/m*K*
¢ = bed porosity
wy, = scattering albedo

Subscripts

b = bed

co = oxidized copper

ss = oxidized stainless steel
1 = bed bottom boundary
2 = bed top boundary

o = surroundings
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Fig. 1 One-dimensional spherical packed bed, heated from below; ele-
vation view (actual bed is 10 ball rows deep)

a pyroelectric detector (electrically polarized lithium tantalate
crystalline chip with a black overlay ), whose output is amplified
and taken to a radiometer (Oriel Merlin). The total optical path
is 1.1 m long, and entirely through atmospheric air (manual
adjustments are required to change wavelength and direction;
resources for automating these functions and enclosing the ap-,
paratus in a vacuum chamber are unavailable). The acceptance
solid angle of the intensity measurement system optical path is
0.020 sr (maximum polar variation 9.2 deg), while the mono-
chromator passes a wavelength band that varies between 0.026
pm in width at a wavelength of 1.5 ym and 0.16 gm in width
at 10 um. The radiometer display may then be taken as propor-
tional to the radiative intensity, averaged over this solid angle
and wavelength band. A radiating cavity (hohlraum) blackbody
is chosen as a calibration source, in consideration of the moder-
ately diffuse, randomly polarized, broad band intensity expected
from the packed bed medium. The cavity, which has an effective
exit aperture emittance of 0.9992, is described in detail by Jones
et al. (1995). The intensity measurement system ( present appa-
ratus less participating medium arrangement) yields spectral
data in surface radiation applications (as opposed to the present
radiation-in-depth application) which compare well with the
available literature, and directional data that compare well with
the Fresnel relations.

Procedure. The intensity measurement system is calibrated
in advance of packed bed measurements by measuring the corre-
lation of measurement signal to blackbody intensity as a func-
tion of wavelength. Repeated measurements of the blackbody
correlation over a range of temperature between 600 K and
1000 K demonstrate an uncertainty of 1 to 2 percent for most
readings, and as high as 3 percent for some. Higher uncertainties
occur at lower temperatures and at both very high and very
low wavelengths, where the signal strength is lower (system
response to cold media is unmeasurably small). For this reason,
measurements are limited to temperatures above approximately
700 K, and wavelengths between 1.5 and 10 pm.

The blackbody and all other apparatus in view of the packed
bed surface are kept cold during measurement of the medinm
intensity in order to preclude incident radiation on the medium.
Some items of support structure become slightly warm to the
touch during measurement runs, and these are coated with care-
fully smoothed aluminum foil to reduce their emittance, and
oriented so that specular reflections of intensity exiting the
packed bed cannot become reincident on the bed.

After the oxide film growth period, spectral series (18 wave-
length points) are measured at each polar angle (8 directional
points). Some measurements are repeated to ensure repeatabil-
ity. A reduced measurement set is taken for a series of bed
location shifts (1, 2, and 3 mm in each of two directions) to
ensure that there is no measurement point bias. Since copper
oxide is a brittle material which cracks when cooled to room
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temperature, the medium is kept heated continuously until all
measurements are complete.

A calibration factor is determined as

1 A+ONI2
e Lo (T )dN | 682
RN T [fx—&x/z w(Te) }

Data Reduction.

cn) = (1)

where R, is the radiometer measurement taken from the calibra-
tion blackbody set at T, (the expected functional dependence
of R, upon I, is derived by McLeod, 1995). C(A) is found to
have a detectable sensitivity to 7, over a range of temperatures
between 100 K below the lowest bed temperature and 100 K
above the highest bed temperature. However, this effect is an
order of magnitude smaller than the random scatter of C(\),
and therefore by including this additional uncertainty the mea-
surement system may be considered to have a linear response
over the reported intensity range. The spectral intensity is deter-
mined by

Ri(\, 8)C(N)

LA ) = BV

(2)

where R; is the radiometer measurement taken. from the top
surface of the bed and I, is considered to be constant over §A
and 6.
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Uncertainty. Combining Eqgs. (1) and (2), the measured
uncertainty in the spectral intensity may be stated

ol 2 ol 2 ol, ol 2

2 A A A Odyp

= [ =2 + [ =2 4| =2 3
ur ( IR, MR,) < 9R. URC) < o1, o7, un) (3)

where 60 and 6\ are considered to be perfectly repeatable
(further low-order errors are considered by McLeod, 1995,
where it is shown the uncertainty due to background radiation
at T, is insignificant). Considering R, and R, to have similar
uncertainties, this may be reduced to

R\? C 2 R, 01 2
2 1+ 4 + Y A ’ 4
i, [ <Rc> ] <6>usQ t”"S“f) (Rc o7 ) W

for three complete calibration spectra and a 90 percent confi-
dence level. With the uncertainty in the calibration temperature
taken as its control uncertainty, the second term in Eq. (4) is
found to have a negligible influence on the uncertainty in inten-
sity. The total uncertainty in spectral intensity varies between
4 and 7 percent of its value, with some uncertainties (typically
for wavelengths at the high and low extremes) as high as 11
percent. This magnitude of uncertainty is similar to that found
by Jones et al. (1995) for surface radiation using the same
intensity measurement system,

Results. The reduced spectral intensity data, measured exit-
ing the center of the top surface of the optically thick spherical
packed bed, are shown in Figs. 3(a) and 3(b). Figure 3(a)
shows spectra for a range of intensity directions. The general
spectral shape is similar to that of a graybody. Comparing the
measured spectral-normal intensity to that of a blackbody at the
top surface temperature shows a relatively constant effective
normal emittance for the bed, varying from ~0.77 at 3 um to
~0.72 at 9 um. This is somewhat higher than the actual emit-
tance of the bed material (as discussed in the following section),
indicating significant radiative transfer from within the bed.
Although the extinction coefficient of the medium is considered
to be independent of wavelength, the scattering albedo and the
boundary emittance of the bottom heating surface have signifi-
cant spectral variation (see following). It appears that the bed
is optically thick enough to mask the spectral effect of the
nongray scattering albedo and boundary emittance, as the over-
all character of the bed’s exiting intensity is relatively gray.
(Note the slight irregularity of the results around A = 6.5 pm.
The magnitude of this anomaly is within the experimental un-
certainty of the measured intensity. It is possible that this effect
is deterministic, and related to an air absorption band on the
open optical measurement path. Adjustment for such absorption
would require a more involved and much less straightforward
calibration procedure than that reported here.)

Figure 3(b) shows a polar plot of the directional distribution
of measured intensity for a range of wavelengths. For polar
angles up to 36 deg there is little directional variation in inten-
sity, although the intensity attenuates with further increases in
polar angle, and is reduced by nearly half its normal direction
value at an angle of 84 deg. It appears that radiative transfer
from within the bed has a broadly normal orientation. Intensity
exiting the bed cannot be considered to be diffuse.

Numerical Analysis

Governing Equations. Since the temperature of the bed is
only measured in two places, it is necessary to solve the energy
conservation equation to determine the complete temperature
field for use in the RTE. The oxidized stainless steel spherical
packed bed used in the experiment is a finite plane parallel
square slab with a vertical aspect ratio of 8.3 and insulated
vertical boundaries, and the spatial intensity measurement point
is on its vertical centerline. The medium is therefore treated as
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Fig. 3(a) Measured intensity spectra for a range of polar angles, exiting
a nonisothermal packed bed of monodisperse, opaque, optically large,
spherical particles
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Fig. 3(b) Measured intensity polar distributions for a range of wave-
lengths

one dimensional. The Rayleigh number of the medium geometry
treated as an unobstructed closed cavity is an order of magnitude
less than that minimum Rayleigh number for advective flow
(Incropera and DeWitt, 1990). There is a free advection from
the open surface of the bed, although this flow is assumed not
to penetrate into the bed. The medium is therefore treated using
combined radiation and conduction heat transfer, without advec-
tion. The one-dimensional, radiation/conduction energy equa-
tion is written

_9

<k}, ﬂ‘) + 47T,3 f (1 - W}\)I)\hd)\
dy dy 0

T

I, sin 8d@d\ = 0 (5)

8=0

—2rp f (I —wy)
A=0
on the coordinate system shown in Fig. 1. The ratio between

the thermal conductivity of the bed particles and that of the
interstitial medium (air) is on the order of 300. The analysis
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of Batchelor and O’Brien (1977), as extended by Sangani and
Acrivos (1983), yields an effective thermal conductivity for a
random array of monodisperse spheres that is 17.2 times the
thermal conductivity of the interstitial medium for this conduc-
tivity ratio. A least-squares linear fit over the operating tempera-
ture range is applied to the air thermal conductivity data of
Incropera and DeWitt (1990) to complete the expression of the
bed thermal conductivity. Equation (5) is solved with measured
temperature boundary conditions just above the y = 0 surface
and just below the y = y, surface.

For spatially one-dimensional media the radiation intensity
is independent of the azimuthal component of direction (pre-
suming that the directional polar axis is aligned with the axis
of the spatial variable), and the RTE is written

cos 8 % + BI, = B(1 — wy)ly,
y

+ é;—”—”f Lpa(8, 6') sin 0°'d0’.  (6)

0

On the bed’s open top surface, the incoming boundary condition
intensity is taken to be blackbody radiation at the temperature
of the surroundings. On the bottom surface, resting on the heater
block, intensity results from directional emission and hemi-
spherical-directional reflection

L(0,0 < 7/2) = exe0(8)(T1)
+ 2[(1 — e\ (0)] f I, cos 0 sin 8d6  (7)
w2

where ¢, ,,(0) is a spectral-directional quantity. The emittances
in Eq. (7) are measured data for the spectral-directional emit-
tance of fully oxidized copper, reported by Jones et al. (1995),
and abstracted here as Fig. 4.

The spherical bed of 1-mm-dia balls has a minimum size
parametet wd,/X\ of 314 for the measured wavelength range,
and a solid volume fraction of 0.6287. Kamiuto (1990) offers
a correlated scattering theory for packed beds of spheres with
large size parameters based on the general size parameter depen-
dent scattering analyses of Tien and others (as cited by Kami-
uto). This theory is verified by experiment for cold beds, also
comprised of randomly packed type 316 stainless steel (nonoxi-
dized) balls of 1 mm diameter, in which the attenuation and
scattering of a collimated incident intensity is measured (Kami-
uto, 1991a, b). For Kamiuto’s correlated scattering theory, the
radiative properties are expressed

va=1+4 L5(1 — ¢) — 0.75(1 — ¢)?
Qex = 2’)/2

2Y2 = Em
2y,

where 8 = Q.md;N/4, N = 6(1 — ¢)/7d>, and e, is the
spectral-hemispherical emittance of the bed particle material.
Note that the extinction coefficient is taken to be independent
of wavelength, though the albedo is not. The size parameter
and volume fraction of the bed may place it in the regime of
independent scattering regime (Tien, 1988), for which Q,, =
1, wy = 1 — €, (assuming that the bed particles are opaque
and that diffraction scattering is uniquely forward). The results
of Eqgs. (8) indicate a much larger extinction efficiency than
those of independent scattering theory (a factor of 3.3), and
also a larger albedo, though some of this is due to the inclusion
of the effects of extinction by diffraction in Eqs. (8).

In order to establish the spectral-hemispherical emittance of
the lightly oxidized 316 stainless steel balls, a plate of this
material is prepared by polishing to a #8 lathe finish (polished
smooth, but not mirrorlike, with small scratches and imperfec-

(8)

Wy =
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Fig. 4 Measured spectral-directional emittance of heavily oxidized
copper

tions plainly visible), thoroughly cleaned to remove foreign
films and particles, and held at 900 K for 200 h. A light oxide
film develops, similar in appearance to that on the 1-mm-dia
balls. The spectral-directional emittance of this sample is mea-
sured using the same apparatus and procedure as used for the
oxidized copper bottom boundary, and the result numerically
integrated to obtain the spectral-hemispherical emittance. The
result is shown in Fig. 5.

Large opaque spheres may have scattering phase functions
that are either forward scattering if the sphere surface is specu-
lar, or backward scattering if the surface is diffuse. Since the
surface of the lightly oxidized stainless steel balls is neither
completely specular nor completely diffuse, the general scatter-
ing phase function of Henyey and Greenstein (1940, op. cit.
Siegel and Howell, 1992) is employed:

(1 -28d)
(1 + g} — 28, cos @ cos )
_ 1 - 0.48(2’)’2 - 1)(1 - ex,ss)
L+ 2y = D(1 = 6x)

where the second of Egs. (9) represents Kamiuto’s (1992)
model, fit to experimental measurements on the same type of
bed as considered here.

(o, 8') =

(9)

154N

Discretization. The spatial terms in Egs. (5) and (6) are
discretized in a cell-integrated manner, using a uniform mesh.
(A power law variable mesh is found to bring no advantage,
as the conduction to radiation ratio or Stark number,
Bkl 4o, T} = 25, is large, indicating that conduction is dominant
and a near-linear temperature profile is expected). The tempera-
ture boundary conditions are centered at the temperature mea-
surement probes (1 mm diameter) in the second layer of balls
above the bottom boundary and in the top layer of balls, rather
than at the computational boundaries of the bed. The discrete
expression of the temperature derivatives in Eq. (5) is modified
accordingly.

The directional terms in Eqgs. (5) and (6) are discretized for
application of the discrete ordinates method using an ad hoc
quadrature, which allows consideration of directions near the
polar axis and also meets zeroth (incidence), first (flux), and
second (diffusion) moment criteria. Conventional quadratures
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Fig. 5 Measured spectral-hemispherical emittance of lightly oxidized
stainless steel

for plane-parallel media (cf. Fiveland, 1987) correctly recover
the first n -- 1 moments of an n-order (one quadrant) directional
mesh with equal integration weights. The equal weight feature
tends to skew the quadrature direction distribution away from
the polar axis. However, intensity measurements are most con-
veniently made at an even distribution of polar angles, and
more direct comparisons may be made between measured and
computed intensities if the computational and measurement di-
rectional meshes correspond. Therefore, an unequal weight
quadrature is adopted with equally distributed ordinates, 8,, =
w(m — $)/M, and moderately unequal weights, w¥ = 7 sin 8,/
M, where the weights are slightly adjusted so that the zeroth,
first, and second moments are satisfied:

Mi6 M/3 M2
ay wi+b Y wi+e Y o owr=1
1 (M/6)+1 (MI3)+1
M6 M/3 M2
1
aY cosbwk+b > coswk+c Y cos@.wk = 3
1 MI16)+1 MI3)+1
Mi6 M3
aY cos?fwk+b Y cos?h,wk
1 Mi6)+1
M2
|
+c¢ X cos?d,wk =3 (10)

MI3)+1

and then w,, = awi form =< M/6, w,, = bw for M/6 < m =
M/3, and w,, = cwj for m > M/3. The limits of summation
in Egs. (10) are adjusted for mesh sizes not evenly divisible
by six. For an eighth-order quadrature (M = 16) with §, = 0
(wi = & sin (0,/2)/2M), a = 1.0531, b = 1.0330, and ¢ =
1.0902.

The spectral integrations in Eq. (5) are computed by solving
Eq. (6) for constant spectral band intensities between 1.5 pum
and 10 um, and completing the integration outside this range
using the range limit intensity and a scaling based on the black-
body spectral distribution.

Solution. The general solution algorithm is nested iteration,
with a temperature-linearized form of Eq. (5) in the outer loop
and Eq. (6) in the inner loop. The temperature profile is solved
with the tridiagonal Thomas algorithm for each linearization
point, and successive overrelaxation with an acceleration coef-
ficient of 1.5 is used to update the linearization point. Each
temperature profile iteration includes a complete RTE solution.
The RTE is solved using a marching algorithm starting from
the top boundary facing down, with successive intensity update
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for the in-scattering term. Projection across each spatial cell
follows the exponential scheme of Chai et al. (1994). Two
methods for RTE solution acceleration are employed. The first
is the partially implicit method also described by Chai et al.
(1994), in which for a given direction the discretized in-scatter-
ing term self-contribution in Eq. (6) is removed from the right
side and grouped with the linear term on the left. This method
is most useful in low-order quadratures, but still has some use
even at eighth order. The second is simply successive over
relaxation, using an acceleration coefficient of 1.5. Using both
acceleration methods together generally results in a roughly 50
percent reduction in run time, as compared to a simple updating
technique.

Mesh Sensitivity. Mesh sensitivity studies are based on the
total radiative flux at the top surface of the medium. Variation
of spatial mesh size shows the flux discretization error to be
approximately related to the square of the mesh interval (second
order error), although not uniformly so through all mesh varia-
tions. A mesh size of 16 results in a deviation of <0.1 percent
as related to a mesh size 64 result, and the mesh size 16 is
therefore chosen for results generation.

Top surface flux sensitivity to directional mesh size does not
appear to follow a smooth power law relation. In general, any
directional mesh size =12 (sixth-order quadrature) produces a
discretization uncertainty <0.1 percent, as compared to mesh
size 48 results. A mesh size of 16 is chosen for results generation
for the convenience of direct comparison to experimental re-
sults.

Sensitivity to spectral mesh is similar to that for the direc-
tional mesh, with uncertainty <(0.1 percent for 8 spectral bands,
as compared to the 32 band results, and an 18 band mesh is
chosen for the convenience of direct experimental comparison.

Uncertainty. Uncertainty in the computed intensity is a
function of uncertainty in the boundary values and the thermo-
physical properties, in addition to mesh sensitivity. The uncer-
tainty in intensity is expressed u; = = (81/dx)’u; where the
eight primary uncertain parameters are listed in Table 1. The
sensitivities of the exiting intensity to each parameter (31/0x;)
are themselves functions of wavelength and direction. In order
to illustrate the relative contributions of the uncertainty in each
parameter, Table 1 lists the sensitivities for the normal direction
and for A = 3.5 pm, at which the highest intensity value is
measured. Table 1 shows that while the top surface temperature
and bed thickness uncertainties have a significant effect on the
total uncertainty in intensity, the dominant uncertainty is that
of the ball emittance. Computation of the uncertainty in exiting
intensity for each wavelength and direction results in an uncer-
tainty due to property uncertainty that varies between 2.5 and
3.5 percent, with greater uncertainty at directions further from
the surface normal. In order to reduce the possibility of uncer-
tainty due to programming error, two of the authors wrote inde-
pendent programs to implement the computation scheme.

Results. Figure 6 shows the computed temperature profile,
which is nearly linear, with only a small deviation near the low-
temperature (top, open) surface. This nonlinearity is caused
by the low incident intensity resulting from blackbody emis-
sion from the surroundings at 7. = 300 K. Since the profile is
already nearly linear, further increases in the effective Stark
number would have an insignificant effect on the temperature
distribution, and therefore also on the intensity.

Figure 7 shows the computed exiting intensity for the mea-
surement wavelengths and directions, which clearly shows a
much more diffuse behavior than the measured intensity (Fig.
3(a)). Figure 8 shows a spectral comparison between measure-
ment and computation for the normal (§ = 0 deg) and grazing
(@ = 84 deg) directions. Comparison between measured and
computed intensities is very good for 0 = # =< 48 deg, and is
well within the calculated uncertainties for these quantities. For
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Table1 Computational intensity uncertainty due to property and bound-
ary condition uncertainty
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Fig. 7 Computed intensity spectra for a range of polar angles

measured intensity. The measured intensities are integrated to
yield a radiative heat flux of 12.42 kW/m?, as compared to
13.36 kW/m? for the computed results (computation is 7.6
percent high). Since the smaller polar angles have a greater
influence on normal flux, discrepancies in intensity in the graz-
ing angles do not lead to equivalent flux errors.

Results are also computed for independent scattering radia-
tive properties. These results are similar in spectral and direc-
tional character to Fig. 7, showing perhaps slightly more direc-
tional attenuation in the grazing angles, though the intensity
magnitudes are on the order of 25 percent higher than those
computed with correlated scattering properties. Since the mag-
nitudes of the computed intensities using correlated scattering
properties compare much more closely to the measured results
than those computed with independent scattering properties, it
seems clear that independent scattering theory is not appropriate
for the large sphere packed bed.

It is not clear why the measured and computed intensity
results should fail to agree directionally. The intensity measure-
ment system calibrates well with a blackbody, and has shown
no tendency to fail to predict diffuse behavior (Jones et al.,

0 > 48 deg there is increasing disagreement as the measured
intensity shows a strong directional character while the com-
puted intensity remains relatively diffuse. At grazing angles,

computed intensity is on the order of 80 percent higher than 1000 Lt e
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Fig. 8 Comparison of measured and computed intensity at normal and

Fig. 6 Computed temperature profile (with measured boundary values)  grazing angles
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1995, measure higher than expected intensity at grazing angles
in a surface radiation application, rather than lower as found
here). Continuum considerations might suggest better behavior
at higher angles, as the number of ball rows on a directional path
is higher. The numerical program compares well with results of
Ozisik (1973) for both radiative and combined mode cases in
continuous media. Considering the history of correlating radia-
tive intensity with RTE modeling, Walters and Buckius (1991)
found good correlation using a thermally emissive, disperse
particulate medium in the normal direction, although off-normal
directions were not measured. Other workers who have exam-
ined scattered transmission of a single collimated beam through
cold media have derived radiative properties that correlate well
with continuous RTE-based theories (as, indeed, the correlated
scattering radiative properties used here, which are verified by
Kamiuto, 1992, in experiments also on a similar randomly
packed bed of 1-mm-dia stainless steel balls).

It is interesting to note in Fig. 3 (a) that the off-normal inten-
sities at the grazing angles bear a strong resemblance to surface
emission at the top surface temperature and an emittance as
indicated in Fig. 5 (for the oxidized stainless steel bed material ).
It might be reasonable to say that while the continuous form of
the RTE is reasonable deep in the packed bed, its use is suspect
near the boundaries off the bed. Better correlation between mea-
surement and computation may result from development of a
discrete radiation model (as in Tien, 1988, accounting for the
detailed structure of the packed bed geometry) for use near the
boundaries. In the past, discrete bed methods have focused on
normal transmission through and reflection from packed beds,
and have been correlated with experiments configured to re-
spond to normal direction transfer. Further development is nec-
essary to produce a discrete radiation model for a packed bed
that yields off-normal intensity distributions.

On the other hand, numerical experiments conducted to find
a combination of radiative properties that might mimic Fig.
3(a) successfully identified lower values of extinction effi-
ciency (Q., ~ 2, including diffraction), higher scattering albe-
dos (w =~ 0.99), and more forward scattering phase functions
(g ~ 0.6). That numerical experiments can identify a possible
combination of radiative properties that will satisfy the data
suggests a potential improvement from that quarter. However,
such lower extinction efficiencies require use of independent
scattering theory, while higher albedos, given the emittance
values in Fig. 5, can only be obtained through correlated scatter-
ing theory. Since the identified parameters are of inconsistent
origin, the numerical experiments should be expanded into a
detailed system identification analysis to identify the complete
range of suitable parameters before undertaking to piece to-
gether a rationale supporting an alternate radiative property deri-
vation. Further experimentation using simpler radiative bound-
ary conditions would aid system identification of radiative prop-
erties.

Conclusions

The radiation intensity exiting a heated, nonisothermal
packed bed of monodisperse, opaque, large spherical particles,
bounded by opaque, nondiffuse surfaces, is measured spectrally
and directionally using a radiometric technique. The bed is mod-
eled using a one-dimensional continuous radiative transfer equa-
tion, arranged for solution using the discrete ordinates method,
with radiative properties estimated using correlated (dependent)
scattering theory. Material emittances to which the bed proper-
ties are related are measured experimentally. Bed boundary tem-
peratures are measured, and the remainder of the temperature
profile is computed.

It is found that measured and computed intensities agree
quite well in near-normal directions. However, the values of
measured and computed intensities diverge as the polar angle
is increased beyond about 48 deg, with the measured result
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showing a strong directional character, while the computed re-
sults are nearly diffuse. Intensities computed with independent
scattering theory radiative properties are about 25 percent higher
than measured intensities, demonstrating that independent scat-
tering does not hold in this case.

It is concluded that the nonisothermal large sphere packed
bed is not appropriately modeled by the continuous radiative
transfer equation and radiative properties as presented; although
since it is only higher polar angles that fail to correlate, there
is only a small discrepancy in radiative flux. Further investiga-
tion is necessary to distinguish whether the deficiency is due to
the form of the radiation model, the solution technique, or the
effective bed properties. It is suggested that a noncontinuous
radiation model, accounting for spatial features in detail, may
be necessary to model radiation intensity near the medium
boundaries. Such a model might be used to match boundary
behavior to the RTE at some depth within the medium. Further
investigation is also appropriate to identify formally the radia-
tive properties that give rise to the measured behavior, in the
framework of both the continuous RTE, and for a more compli-
cated boundary model matched to the RTE.
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On the Role of Marangoni
Effects on the Critical Heat Flux
for Pool Boiling of Binary
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Mixtures

The Marangoni effect on the critical heat flux (CHF) condition in pool boiling of
binary mixtures has been identified and its effect has been quantitatively estimated
with a modified model derived from hydrodynamics. The physical process of CHF in
binary mixtures, and models used to describe it, are examined in the light of recent

experimental evidence, accurate mixture properties, and phase equilibrium revealing
a correlation to surface tension gradients and volatility. A correlation is developed
from a heuristic model including the additional liquid restoring force caused by
surface tension gradients. The CHF condition was determined experimentally for
saturated methanol/water, 2-propanol/water, and ethylene glycol/water mixtures,
over the full range of concentrations, and compared to the model. The evidence in
this study demonstrates that in a mixture with large differences in surface tension,
there is an additional hydrodynamic restoring force affecting the CHF condition.

Introduction

A number of investigations have examined the CHF for pool
boiling of binary mixtures. Thome and Shock (1984) provide
an extensive review of the literature on binary mixtures. As
early as 1941, Bonilla and Perry experimentally investigated
boiling binary mixtures of aqueous and organic mixtures from
a flat horizontal plate. In numerous studies, Van Stralen and
co-authors (1956; 1969) extensively studied pool boiling in
binary mixtures. The most interesting finding of these studies
was that the CHF for mixtures may significantly exceed the
CHF for either of the pure components.

Reddy and Lienhard (1989 ) investigated the CHF mechanism
for ethanol/water mixtures on small horizontal cylinders. They
provided a brief summary of binary mixture CHF studies since
1941. Reddy and Lienhard (1989) emphasized that the predic-
tion of the CHF condition should account for heater size varia-
tions and that the overall trends in these previous CHF studies
were almost impossible to identify at the time data were ob-
tained. They stated that the interpretation offered in previous
studies may have suffered because the influence of the role of
geometry on the CHF was not identified.

Previous interpretations of the CHF mechanism in binary
liquids focus on the observation that the liquid near the interface
where vaporization occurs is effectively subcooled (McEligot,
1964). The evaporation from the liquid—vapor interface in a
binary system leaves the liquid phase at a higher concentration
of the less volatile component. The less volatile component has
the higher saturation temperature. Correlations to predict the
CHF in binary liquid mixtures based on the induced subcooling
have been proposed by Kutateladze et al. (1966), Matorin
(1973), and Reddy and Lienhard (1989).

Kutateladze et al. (1966) correlated the CHF condition to
the shape of the phase equilibrium diagram. Maxima in the
CHEF condition were correlated to maxima in the liquid—vapor
composition difference (x — y). Figure 1 shows the composition
difference on the phase diagram.
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Reddy and Lienhard (1989) discussed how the amount of
subcooling is not known. One approximation for the amount
of subcooling is (x — y)87/dx. Reddy and Lienhard (1989)
quantitatively evaluated the effective subcooling in a boiling
binary mixture. Using a well-tested pure component CHF corre-
lation that accounts for size effects, dimensional analysis, and
a least-squares fit to their data, Reddy and Lienhard (1989)
successfully correlated the CHF in their ethanol/water mixture
system with an effective Jakob number.

Gop, = S (] — 0.170 Ja%*®)"!

(1+01x) o))
where Ja, is defined as
Jae - plcpl[T.v.v(-xb) - Tx,;(x;,)] (2)

puhlu

and ¢y s is the Sun—Lienhard (1970) prediction for saturated
critical heat flux from horizontal cylinders. Although the
agreement with their ethanol/water data is quite good (see Fig.
10), Reddy and Lienhard (1989) acknowledged that additional
research is needed to examine the effects of heat diffusion,
heater geometry, and heater boundary condition on the CHF
condition.

It has been occasionally mentioned in binary mixture CHF
papers that there is another possible mechanism responsible for
the nonmonotonic CHF behavior in some binary mixtures. In
boiling mixtures, the influence of surface tension differences,
known as the Marangoni effect, may be acting on the evaporat-
ing liquid film. It is well known that surface tension gradients
exist on the liquid—vapor interface of an evaporating film con-
taining a mixture of liquids with different volatility. Hovestreijdt
(1963) provided CHF measurements on binary organic mix-
tures with differences in surface tension. The experimental re-
sults show differences in CHF values for a platinum heated
wire. Hovestreijdt (1963) speculated that the influence of the
surface tension difference was to stabilize the bubbles on the
wire. In this study, the effects of heater geometry and mixture
property variations were not known or understood, so no deci-
sive conclusions were made.
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Fig. 1 Liquid-vapor phase-equilibrium diagram

Due to differences in fluid volatility, preferential evaporation
of one component occurs along the liquid—vapor interface of a
binary mixture. The variations in concentration along, and nor-
mal to, the liquid—vapor interface result in physical property
gradients. This investigation uses the most up-to-date mixture
property prediction methods. Most predictions are determined
from Prausnitz (1992) and Reid et al. (1987). Knowledge of
accurate mixture properties is necessary because of the large
nonlinear variations with concentration, which can significantly
affect CHF predictions.

The prior investigations noted above have not produced a
method that accurately predicts the CHF for a wide range of
fluids, geometries, configurations, and pressures. Also, it is not
apparent that the correct binary mixture CHF mechanism has
been identified. The hypotheses used for correlation have been
based on subcooling and limited data. Observing the highly
nonlinear experimental CHF data and property variations has
motivated a second look at the phenomena associated with the
binary mixture CHF mechanism. Surface tension gradients due
to a composition gradient cause shear stresses that can enhance
the flow and might significantly affect the CHF condition.

This study specifically explores the effective subcooling theo-
ries versus the Marangoni effect theories on the CHF mecha-
nism. A full comparison is done on a broad range of operating
fluids. A proven test facility is used to measure the CHF condi-
tion experimentally. Accurate mixture thermodynamic property
models are used in a hydrodynamic model developed, which
assesses which mechanism is important.

Nomenclature

Phase Equilibriam

Accurate determination of thermophysical properties of the
fluid mixture is critical to accurate prediction of boiling heat
transfer performance. Approximate methods are necessary to
investigate a wide range of conditions accurately (concentra-
tions and pressures). Methods for predicting binary mixture
boiling phenomena require interpretations of the mixture prop-
erties and the mixture phase equilibrium characteristics. The
calculation of phase equilibrium and thermodynamic properties
of binary mixtures usually requires pure component property
data.

Mixtures of water and ethylene glycol and water and alcohol
are not ideal mixtures. Physical properties can be predicted by
techniques provided by Prausnitz (1992) and Reid et al. (1987).
In binary mixtures, the fugacity (or equivalently, the chemical
potential) of component i in the liquid must be equal to that of
component  in the vapor, f} = fi. The fugacity of component
i in the vapor is related to the total pressure by f! = ¢,y P,
and the fugacity of component i in the liquid is related to the
saturation pressure of pure component i by f} = y,x, P{. Using
the fact that y, + y, = 1 and x; + x, = 1, the saturation pressure
of the mixtures used in this investigation at low pressure can
be expressed as

P =x7P3 + (1 = x) 7, P} (3)

The fugacity coefficient, ¢;, is an indication of the nonideal
behavior of the mixture from ideal gas behavior. For low pres-
sure, ¢; = 1is a very good approximation. However, the activity
coefficient, vy, , is not unity for most liquid mixtures with strong
molecular interactions, such as polar liquids. For such liquids,
the assumption of a simple mixing rule is not accurate. For real
liquids, the activity coefficients of a binary mixture can be
determined from the two-parameter Margules equations,

In y; = [A; + 2(A;; — Ap)x; ]x} “)

The constants A; and A;; can be determined from experimental
data for mixtures and are independent of temperature over the
range of interest in this investigation.

Figure 2 shows a phase diagram for the 2-propanol/water
mixture with a pressure equal to 101 kPa. To the left of the
azeotrope, water is less volatile than 2-propanol. To the right
of the azeotrope, water is slightly more volatile than 2-propanol.
At the azeotropic point, water and 2-propanol have the same
volatility.

Knowledge of accurate phase equilibrium characteristics are
known for any mixture and pressure for the fluids used in this
investigation. The equations of phase equilibrium can then be
used to solve for vapor and liquid mole fractions used in model

A, = cross-sectional area of vapor
' stem
A, = area of heated surface
Az = azeotrope
Aj,A;; = activity coefficient constants
¢,, = constant in correlation
¢, = liquid specific heat
1 = fugacity in the liquid
f' = fugacity in the vapor
g = gravity
Ay, = heat of vaporization
Ja, = effective Jakob number
P = system pressure
P* = saturation pressure

g = critical or maximum heat flux
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qmux = Haramura—Katto CHF
qh.s. = Sun—Lienhard CHF
gmr. = Reddy—Lienhard CHF
gmmc = McGillis—Carey CHF
g s = single-fluid CHF
Gom.zuber = Zuber CHF
- R = radius of cylinder

y = vapor mole fraction

v = activity coefficient
Ay, = available liquid return energy
Ap = Taylor wavelength
o1 = liquid density
pv = vapor density
o = liquid surface tension
¢ = fugacity coefficient

Subscripts
T = temperature
T, = liquid saturation temperature b = bulk
x = liquid mole fraction f = body force
x. = interfacial depleted liquid mole I = liquid
fraction v = vapor
w = water

7 = mixture or total

Transactions of the ASME

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



105 T T T T

100 ]

Temperature (°C)
3
T
i

sl -

80

75 ! 1 i
0 0.2 0.4 0.6 038 1
mole fraction 2-propanol in water

Fig. 2 Phase equilibrium diagram for the mixture of 2-propanol and
water at a pressure of 101 kPa; 2-propanol and water exhibit azeotropy

calculations. Once phase equilibrium is known, physical proper-
ties can be estimated using some of the following models.

Mixture Properties

The vapor density of water and ethylene glycol at subatmo-
spheric pressure is predicted by the ideal gas equation of state
(EOS). If the ideal gas EOS is not an accurate prediction for
the pure component vapor density, then more sophisticated
models may be used. The virial EOS is often accurate for many
substances and can be extended to binary mixtures. Because no
new large molecular forces are created when the mixtures of
this investigation are combined, the mixture vapor density is
accurately predicted by the partial vapor density. Because of
phase equilibrium characteristics, the mixture vapor density can
be highly nonlinear.

Differential heat of vaporization for a mixture, A, is the
enthalpy difference between the liquid and vapor at the same
concentration. The differential heat of vaporization for the mix-
ture can be determined from the Clausius—Clapeyron equation.
The mixture properties used to calculate the differential heat of
vaporization are highly nonlinear.

In almost all cases, the surface tension in liquid mixtures is
usually less than a mole-weighted average surface tension of
the pure components at the same temperature. This is because
the concentration at the surface may become different than what
is in the bulk liquid. This is often the case for aqueous/organic
mixtures. Prausnitz (1993) recently stated that most accurate
surface tension models are empirical. No single model accu-
rately predicts the surface tensions of the mixtures used in this
investigation. Consequently, different surface tension mixing
models must be used for almost every different liquid mixture
combination.

Figure 3 shows calculated and measured surface tension data.
The surface tension gradient in a binary mixture is important
to the phenomenological understanding of transport mecha-
nisms in phase-change processes. In a mixture, the composition
at the surface is not the same as what is in the bulk. Mole-
dependent surface tension gradients, do,/9x, can be calculated
by differentiating equations for surface tension with respect to
mole fraction.

Theory of Surface Tension Effects

The hydrodynamic model of Zuber (1959) assumed the CHF
is attained when the large vapor columns leaving the surface
become Helmholtz unstable. As heat flux on a surface is in-
creased, the bubbles generated coalesce. These joined bubbles
form large columns of vapor (Fig. 4). In Zuber’s model, the
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Fig.3 Comparison of measured and calculated surface tension of aque-
ous mixtures at 25°C

CHF is postulated to occur when a Helmholtz instability of the
vapor columns leaving the surface distorts and blocks liquid
flow to the heated surface. As vaporization continues, the sur-
face becomes deprived of liquid and a stable vapor film covers
portions or all of the surface. The Helmholtz unstable wave-
length is assumed to be equal to the Taylor wave node spacing
Ap. As shown in Fig. 4, the classic Zuber model postulates that
the vapor column radius is equal to A\p/4, and the spacing of
the vapor columns is \p.

In this model of the CHF mechanism, at any instant, the
available gravitational energy to return liquid to the surface per
unit cell resulting from body forces is given by:

MY MW
A'//r,f = (p — p)ho| ™ R 8 7 (5)
where A, is defined as:
172
Ao = 27!‘[——}0—:] (6)
(pr— p)g

However, when vapor forms rapidly in liquid mixtures, the

unit cell

Fig. 4 Concentration variations generated as vapor slugs depart from
surface
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concentration of the more volatile component in the bulk will
be greater than that at the liquid —vapor interface near the heated
surface where rapid vaporization is occurring (see Fig. 1). The
liquid at the interface has a higher local concentration of the
less volatile component. When the CHF condition is reached,
all the liquid reaching the surface is vaporized. Vapor produced
at the heated surface is less rich in the more volatile component
than that at the rest of the liquid—vapor interface. The concentra-
tion of the liquid being evaporated at the surface is approxi-
mately equal to the concentration in the vapor. The concentra-
tion of the more volatile component will thus vary along the
liquid—vapor interface. The liquid concentration at the liquid—
vapor interface near the heated surface decreases to x,. Thus,
a gradient of concentration along the interface is established
where x, < x; < x3.

In many, but not all, binary systems, the surface tension of
the more volatile component is less than the surface tension of
the less volatile component. If this is so, the concentration gradi-
ent above will generate a force that pulls the liquid toward the
heated wall due to the gradient in surface tension. If the surface
tension of the more volatile component is greater than the sur-
face tension of the less volatile component, a force that pulls
the liquid away from the heated wall will be created. Depending
on the mixture, the surface tension gradients can be quite large.

If surface tension gradients caused by gradients in concentra-
tion influence the CHF condition, gradients in temperature may
also be expected to influence the CHF condition, An increase
in temperature always causes a decrease in surface tension. In
systems where substantial wall superheats are experienced at
the CHF condition, the temperature gradient from the heated
surface to the bulk would always cause the surface tension to
increase away from the heated surface and create a force that
pulls liquid away from the heated wall. This impedance to re-
newal of liquid on the heated surface may be present in both
pure fluids and binary mixtures. It is possible that temperature
gradients on the vapor-liquid interface are smaller than concen-
tration gradients on the vapor-liquid interface because the resis-
tance to mass transfer is larger than the resistance to heat transfer
in the liquid film. Also, surface tension is more dependent on
concentration and less dependent on temperature. In a pure
water system with a wall superheat of 30°C, the surface tension
varies about 5 percent. The surface tension variation of pure
water to a 0.1 mole fraction aqueous mixture of 2-propanol is
about 68 percent. These two points make it reasonable to expect
the effect of concentration gradients may have a greater effect
on surface tension gradients than temperature gradients have on
surface tension gradients. The following model development is
based on modifying a pure component CHF model, which does
not explicitly incorporate the effect of surface tension gradients
but does predict the pure fluid CHF condition. Since dependence
of surface tension gradients caused by temperature gradients
must already be accounted for in previous hydrodynamic theory,
only the added dependence on concentration gradients in a bi-
nary mixture will be considered in this study.

When surface tension gradients exist on the liquid—vapor
interface (see Fig. 5), at any instant, the associated available
energy to return liquid to the surface per unit cell is approxi-
mately given by

Ay, = )]

a A
5% (x: — xc)<7T E‘D>)\D

Equation (7) estimates the mean interfacial perimeter of the
vapor column as m\;/2 and the mean distance from the sur